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Introduction

LAN usersare used to the speed and reliability of their
local networks, and as business needs force LANsto
expand beyond their original limited boundaries,
servicessuch asleased lines, ISDN, X.25, SMDSand
framerelay have been used to interconnect LANSs. But
users expect the same speed and reliability for traffic
routed over intermediate metropolitan and wide area
links. This demand places substantial commercial
pressure on service providers and equi pment
manufacturersto create devicesthat can link different
communicationstechnol ogiesinto aseamless
network.
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Figure 1: Typical data network in place today.

Thisneed for faster computer
networking and higher speed wide area
network servicesisthekey driver of
early ATM applications. ATM has been
identified asan all in-one technology -
incorporating backbone, LAN and WAN
into one network architecture. But the
current industry viewpoint isthat the
implementation of ATM will only be
successful if introduced in agradual,
incremental approach. Theinstalled base
of legacy technologies must be offered
an upgrade path to reduce the entry cost
of ATM. Interworking between installed
servicesin datacommunicationis
thereforekey to the success of ATM.

A typical datanetwork in placetoday is
shownin Figure 1. Intime, ATM can
replace each of these network islands.
But current ATM products and services
need to be refined before they can
replaceall of the existing equipment and
technologies.

Editor's Note: Reader not familiar with
either ATM or Frame Relay may wish to
seethe background information on page
11.
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Interworking Scenarios

Depending on where ATM will be
implemented inthe WAN, several new
interworking interfaceshaveto be
defined. Two major groups of
interworking scenarioscan beidentified:
network interworking and service
interworking.The differences between
these scenariosis subtle.

Network interworking over ATM uses
the ATM bearer serviceasthe transport
bridge, or pipe, between different WAN
network islands of the same network
technology (i.e. SMDS or framerelay).
Theinterworking function (IWF) is
responsiblefor mapping WAN traffic
into the ATM transport service. Two
equal IWFs, oneoneach sideof theATM
network, allow WAN usersto access the
ATM connection service and send their
data over the ATM backbone without
knowing the mechanics of the ATM
network. A closer look at the protocol
stack shows the transparency of the IWF
tothe WAN and higher layer protocols.

Unlike network interworking, where

encapsulated WAN datais bridged over
the ATM network, serviceinterworking
involves the trand ation of protocols and
semantics so that an ATM end-node can
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Figure 2: Network and service interworking.
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communicate with another end-node
(e.g. aframerelay interface on arouter).

When implementing aservice
interworking function (SIWF), only the
datacarried over the WAN is mapped
into ATM cells. Theprotocol
information used by the WAN protocol is
translated into the appropriate ATM
semantics. No network-specific protocol
from one side will be carried over the
other network. None of the WAN
overhead (headers, management
information) istransported over the ATM
network. An ATM end-user can
communicate without knowing that the
partner station is connected to adifferent
WAN interface; theinterconnected
network is service transparent. Higher
layer applicationsalso interwork from
oneWAN technology to another.

In some cases (e.g. LAN), higher layer
traffic encapsul ation may not bethe same
on both networks. Interworking must
aso trand ate between different higher
layer encapsulation schemesand
headers. Thisadds complexity to the
SIWF implementation.

ATM Interworking Functions

Each exi sting networking technol ogy has
itsown attributes and protocol functions
to provide network services. Examples
areswitching types, addressing schemes,
congestion control mechanisms and
others.

Aninterworking device needsto
translate service specific parameters and
functionsto ATM, taking the best
possible advantage of available ATM
facilities. The IWF that isresponsiblefor
the connection of two dissimilar
networksis service-specific (e.g.
FR/ATM,SMDS/ATM, FDDI/ATM) as
will be actual interworking equipment
used for agiven technology pair.
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What is an Interworking

= Functions or Aspect X.25 1P FR SMDS ATM
Function?
. - 5 q c i C i C i C i C i
AnATM IWF isaset of definitions Network s comaciontype | UL | ) e |l | o
standardizing how amultiport device
COﬂneC'[I ng tWO netWOI'kS (FR/ATM , Traffic contract none none CIR,EIR Access Class PCR,SCR

LAN/ATM) performsthetranslation
from oneserviceto another. Trand ation
funCtI ons deSCI'I bed may cover: Routing/addressing scheme X121 E.164 E.164 NSAP

] 1N I DI EL VOIVPI
e Address translation
¢ Congestion indication translation
» Connection status management
¢ Protocol encapsulation and

decapsulation

¢ Policing translation
» Connection setup and signalling

translation Where the IWF is

Not all of these functions must be Impleme“md

translated in all cases. Simple network The IWF can be implemented into a
interworking can be performed by only stand-alone interworking device or can
translating the WAN address field into alpe incorporated into the software and
ATM virtual channeland by hardware of switches, multiplexers and
encapsulating the WAN traffic into ATM interface cards. When interworking with
PDUs and (vice versa).Translation for an existing network, the IWF probably
policing and management information isyill be implemented in the bridging or
not needed by a bare-bones minimal routing Component, in an access

IWF. multiplexer or switching device.

To make the transmission more efficienﬂ,merwork'm;3 fun-ctlons may also be
the translation of congestion informatioff MPedded in bridges, routers, DSUs and
from the WAN traffic into ATM cells network servers.

maybe added to the IWF. When cell  There are scores of different WAN
discarding is needed in the ATM technologies and many of them will
network, cells containing tagged WAN  eventually interwork with ATM.
traffic will be discarded first. In this way Depending on the functionality of the

Congestion control Tx no Tx and Rx no Rx

Maximum packet length <4095 <65,535 <8192 <9188 < 65,535

IP encapsulation standard RFC 877 - RFC 1490 RFC 1209 RFC 1483

Figure 3: Comparison of Protocol Attributes.

overall throughput of low discard interworking device, SIWFs or network
priority frames will be increased. IWFs may be implemented. From this
Similarly, other features can point onwards, this solution note focuses
progressively be added to make the IWbn an example of a frame relay to ATM
more intelligent. IWE.
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Figure 4: Segmentation.

Frame Relay Interworking Traffic Mapping

with ATM The main task of the IWF is to map frame
In early applications, devices relay frames to and from the ATM
interworking framerelay and ATM will  transport service. This mapping is done
use undoubtedly ATM asatransport in a simple manner. Some of the FR

mediato connect frame relay network frame content, such as the CRC-16, is not

islands. Connectionswill bepermanent ~ needed and simply stripped off (the
and manually provisioned by the frame relay CRC is redundant because
network operator. Asdefined earlier, this  AAL-Sprotects its PDU with the
isacase of PVC network interworking.  AAL-5CRC). The mapping of frame

Animplementation agreement between
the ATM Forum and the Frame Relay

relay to AAL-5 CPCS is performed by a
sub-layer known as the frame relay
Service Specific Convergence Sublayer

Forum defines anetwork interworking (FR-SSCS). The FR-SSCS is mapped
function in “Frame Relay/ATM Network ;.1 the AAL-5 CPCSSDU and then

Interworking Implementation
Agreement”, FRF.5. Itincludes:

The following paragraphs highlight
major definitions and explain the
associated functions.

segmented using the normal AAL-5
procedures.

How FR frames are transported over

ATM

How FR channels are mapped into
ATM virtual channels

Different options for the translation
of discard priority information
Different options for congestion
information translation

How the link integrity is guaranteed
over the interworking device

.I" Y TH=
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Connection Multiplexing

The lWF isaso responsiblefor the
routing of transmitted frames. On the
ATM side, information is equipped with
two routinginformation fields; the DL CI
information at the FR-SSCS and the
VCI/VPI of each cell after segmentation.
Thisduplicity leadsto two possible
methods of connection mapping over the
IWF: one-to-one multiplexing and
many-to-one multiplexing.

One-to-one multiplexing map search FR
logical connection(DLCI) into a
different ATM VC. Multiplexingis
performed at the ATM layer using
VCI/VPIs. TheDLCI vaueinthe
FR-SSCSPDU isignored by the
destinati on equi pment because each
logical link isuniquely identified by the
VP/VCinthe ATM cell header. If no
valuefor the FR-SSCSDL Cl was agreed
on,1022 isused asa default.

M any-to-one multiplexing makes use of
the DLCI inthe FR-SSCS to multiplex
thedifferent FR 1ogical connections. The
multiple DLCI streamsare mapped into
onesingle ATM VC. Thispiping allows
theinterconnection of different DLCIs
between two end-users over onevirtual
ATM connection. Thisisonly possibleif
al the DL CI channelsterminate at the
sameplaceandthe ATM VCfunctionsas
asimple point-to-point link. This
multiplexing schemeisimportant, as
some carrierswill have asurcharge for
each V C set-up, so minimizing the
number of VCsused hasacost
advantage. In this case the destination
needsto examinethe DLCI in the
AAL-5payload aswell asthe VP/VC to
fully demultiplex thetreffic.

www.Agilent.com/comms/BSTS
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Figure 5: Two modes of mapping discard eligibility and cell loss priority between frame relay and ATM.

Discard Eligibility and Cell
Loss Priority Mapping

Framerelay and ATM both havetraffic
policing mechanismsto handletraffic
that doesn’t meet the committed traffic
transfer rate contract. ATM’s separation
of non-conforming cellsiscalled the
Generic Cell Rate Algorithm (GCRA).
ATM tagscellsthat exceed the allowed
traffic limit by setting the CLP. Frame
relay has asimilar mechanism based on
the Committed Information Rate
algorithm (CIR) which resultsin setting
the DE bit in the frame header. Marked
cellsor frames may till traversethe
network, but when congestionis
experienced, thisisthefirst traffic to be
discarded.

Interworking units must both preserve
the discard priority information and
maintain the efficiency of the destination
network by accurately simulating its
behavior. Simply retaining the discard
priority information can be
accomplished by copying theframerelay
DE bit to, or from, the FR-SSCS frame.

ThisislabelledasMode2in Figure5b. In
addition, by mapping framerelay DE bits
into the cell losspriority (CLP), cells
containing tagged FR frameswill be
discarded first if congestion occurs. The
overall throughput of high priority
frameswill increase. Thisislabelled as
Mode 1linFigure5.
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Figure 6: Congestion indication mapping between ATM and frame relay.

Congestion Indication

Both framerelay and ATM support a
mechanism to indicate congestion to
network devices. While FR supports
congestion indication in both forward
and backward directions (FECN and
BECN bits), ATM only supportsforward
congestion (EFCI field). Figure 6
illustrates the mapping of FECN/BECN
and EFCI information.

One specia caseiswhenthelast ATM
cell of areceived frame hasthe EFCI set.
Becauseframerelay supports backward
congestion, thisactivatesthe BECN of
the next FR-SSCSto be set.

Copyright 2000 Agilent Technologies 7

Link Integrity Management

Frame relay network management relies
upon the exchange of statusmanagement
messages to verify connectivity (as
defined by ITU Q.933 Annex A and
ANSI T1.617 Annex D). Heartbeat
polling isused to verify the operation of a
PVClIink. If the heartbeat poll fails, the
link isdeclared inoperable and the
management system isinformed. The
network management system usually
maintainsatableof link statusindicators,
and i ssues alarms based on the datain
thistable. ATM usesaprocedure similar
to heartbeat polling; special OAM-F5
cellsverify link integrity as defined by
[.610 OAM.

When interworking, the FR network
management systemisstill used; but,
instead of heartbeat polling, ATM virtual
channel statusinformationisdirectly
mapped into the network management
system’s link status table. In this way the
heartbeat polling functions are “fudged”
by the IWF.

Broadband Senes Test System
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Service Interworking

There aretwo major limitations
experienced when network
interworking. Thetransport of frame
relay headersover the ATM network
limitstransmission efficiency, but more
importantly, both stations must have
frame relay implemented (either by
being connected to aframerelay
network, or by emulating framerelay at
their transmission port).

Serviceinterworking addresses these
limitations. Only the payload ismoved
between framerelay and ATM.

The header content of one protocol is
trandlated into the other protocol. A
serviceinterworking connectionis
transparent; users do not need to know if
the other party that they are

communi cating with usesthe same
network technology. An ATM
end-station can communicatewith frame
relay end-stationswithout performing
any FR-specific functions.

Depending on the service being
interworked, ahigher level payload data
translation may be necessary. One such
exampleiswhen LAN trafficis moved
between framerelay and ATM.

The Internet Engineering Task Force’s
(IETF) RFCs define how protocols are
transported over different network

Thefirst service interworking definition
by the Frame Relay Forum will not
support framerelay interworking with
VC-based multiplexing. InLLC
encapsulation more than onerouted and
bridged LAN protocol will be carried
over asingleVC.

Thereceiving system must distinguish
between different protocolson asingle
VC. LLC protocol encapsulation adds
additional information to each bridged or
routed packet asalL ogical Link Control
(LLC) and a Sub-Network Attachment
Point (SNAP) header containing an
identification of the protocol (e.g. FDDI,
TCP/IP).

A different approach istaken when
encapsulating bridged or routed LAN
trafficinto framerelay frames. A
Network Level Protocol |dentification
(NLPID) header isattached to each LAN
packet to identify the carried protocol
type (e.g. bridged Ethertype, routed IP).
ThisNLPID header doesthe same job as
the ATM LLC header.

The maximum framerelay frame might
be smaller thanthe LAN packet to be
transported, so RFC 1490 defineshow a
LAN packet can be segmented to fit into
FR frames.

Aninterworking device must not only
handle header protocol trandlation, but
also payload conversion by translating

technologies. These RFCs are used by pr 1490 encapsulated LAN traffic to

equipment manufacturers when

implementing LAN encapsulation over

RFC 1483 encapsulated AAL-5 frames
andviceversa.

wide area networks. Two encapsulation

schemes are of interest for frame relay

and ATM interworking:

* RFC 1483, “Multiprotocol
Encapsulation over ATM”

¢ RFC 1490, “Multiprotocol
Encapsulation over Frame Relay”

RFC 1483 defines two methods to
transport commonly-used bridged or
routed LAN protocols over ATM
AAL-5; LLC encapsulation and
VC-based multiplexing.

www.Agilent.com/comms/BSTS
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SVC Network Interworking

Switched virtual circuit signalling will
permit dynamic channel allocation using
signalling protocols. Todothis, an
interworking unit must handle
call-related messages based on Frame
Relay Q.933and ATM Q.2931. Link
parameter translation from CIR, Be, Bc
ontheframerelay sideto CDV, SCR,
PCR onthe ATM sideisjust oneexample
of thiskind of translation. More
standardizationisstill needed inthis
area.

Internetworking Test
Requirements

A new interworking function will face
many different typesof testsasit moves
from R& D engineering into aproduct.
R& D engineeringteamsusually ssimulate
interworking functions and observethe
resulting behavior. Stressing a specific
function not only testsits operation, but
can hel p optimize underlying algorithms.

After devel opment has been compl eted,
interworking functionsare usually
integrated into routers, switchesand
other products by a systemsintegration
team. Thisgroup must verify that
existing product functionality isnot
affected by new features.

Thislengthy processiscalled regression
testing, and istime-consuming sinceall
previous features must be carefully
tested.

Regression testing isrepeated each time
that anew version of aproduct is
released, so aprogrammabl e test
environment istherefore highly
desirable.

Quality assurance teams must not only
verify correct operation, but quantify the
reliability and performance of new
products. Reliability isusually
established by extensivetesting of the
DUT’s ability to handle faulty traffic.
The test equipment must be able to
generate both normal and abnormal
traffic on demand.

WAN Interworking with ATM

Performance testing verifies the limits of
the device under test when operating
under extreme conditions. To prove the
DUT’s integrity, the test equipment must
generate realistic traffic. Real-world
traffic is captured and played back, on a
statistical representation of real world
traffic, is used for this purpose.

Service providers often perform
acceptance testing to verify the operation
of new equipment considered for
purchase. Such testing usually measures
conformance and interoperability with
other vendors’ equipment.

Service providers must deliver the
quality of service (QoS) specified in their
customer contracts. QoS is defined by
quantifiable service parameters and must
be measured not just for individual
pieces of equipment, but across entire
networks. Being able to objectively
measure network performance is a key
consideration in customer satisfaction
for service providers.

While it is not possible to cover all the
issues related to testing the
implementation of internetworking
functions in this paper, the following
examples test some of the above areas.
All tests assume that the device under
testis an FR/ATM interworking unit
(IWU).

KIA Y TH=
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Connectivity Testing Testing the Discard Priority

Connectivity testing verifiesthat thedata M apping
linkisworking correctly. Typical tests  The basis of all ATM traffic management

arel is the tagging of non-conforming cells.
« Address translation and mapping  As earlier described, two modes can be
table functionality implemented to translate tagging
« Protocol translation verification between the ATM CLP bit and the frame
« Protocol encapsulation and relay DE bit.
decapsulation Factors listed in Figure 7 can help define
+ Discard priority information a test setup to verify the mapping

« Congestion indication translation ~ function from ATM to frame relay when

« Connection status management Mode 1 of the Discard Priority Mapping
is used.

Generally, test results are more
meaningful when the system under test s
moderately busy. This is done by loading
the system with background traffic as
well as the test traffic which is used to
carry out measurements. However, the
test setup does not intend to test the
functionality of the policing

mechanisms, so background traffic
should always be within allowed limits.

Different stimulus events can be placed
in a sequence. The more the system is
stressed, the longer the delay before the
cell appears with the CPL bit set or the
shorter the frame relay SSCS frame. CLP
to DE translation performance can be
tested by setting up a few extreme cases.

Receiver pattern matchers can count
events on both sides of the IWU. The
counters will match if all the requested
DE changes actually occurred. Varying
the background traffic load or the
distribution pattern of the foreground
channel can stress the discard priority
mapping function until the counters do
not match. Captured traffic can then be
examined to determine why the error
occurred. Was the CLP mapped into the
immediately following frame, or was
there a delay? Delays can be determined
by examining the timestamps.

www.Agilent.com/comms/BSTS 10
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Stimulus Response Stresses Influences Measures
® CLPin at least one cell of ® DE bit of FR ® Number of cells ® Number of other ® Number of
segmented FR-SSCS set frame set to with the CLP set virtual channels successful
congestion for one FR-SSCS with CLP to DE translations
translation
® Position of cell ® Amount of ® Delay between
with CLP bit set background CLP received
(related to traffic and DE set
FR-SSCS frame) ® Delay for reset
® |ength of of DE
segmented
frames

Figure 7: Considerations when testing discard priority mapping.

Handling Faulty Traffic Performance Issues

How reliableisthe system under test? Performance is an important testing issue
Onevery important testisthe system’s  since it quantifies how well data is

ability to handle faulty traffic. Graceful handled.

recovery from a loss of signal, loss of
synchronization, or discarded traffic are
key to reliability.

Throughput, defined as the number of FR
PDUs successfully transferred per unit
time, is one important value describing
Some frame relay faults to test for are frame handling capability. Latency, or
aborted frames, short frames, non-octetthe transfer delay of frames, is another
aligned frames, incorrect address performance parameter.
lengths, and errored frames. Typical
ATM faults include AAL-5 errors, cell . . )

implemented in an interface card. The

mis-sequences, cell loss, and AAL-5 same applies for ATM, with the

CPCS or CRC32 errors. All of the aboveconnection done over a backplane bus
frames should be discarded by the P ’

Unlike a single technology switch, this
system, and the next correct frame ) L :

architecture is highly unsymmetrical and
should be routed through. . T

throughput may differ significantly
depending on the direction that traffic
goes through the IWU (ATM to frame
relay or vice versa). Loopback tests
cannot identify the cause of problems
since they always result in both an
ATM-to-frame relay translation and a
frame relay-to-ATM translation.

The frame relay portion may be

X b =
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Aninternetworking test equi pment setup
should be capable of generating traffic on
the ATM side of the SUT and analyzing
theframerelay side (and viceversa). The
traffic generator and analyzer need to be
correlated, and offer fully decoded and
easy-to-compare displays of both
received and transmitted traffic.
Synchronization is extremely important,
especially when analyzing transit delay.

What limits the performance of an
interworking device? Typically, the
frame-handling capacity, buffer capacity,
receiver synchronization and backplane
performance are the constraining factors.

Testing Framing Capacity

Thetask of using alook-up tableto map
each received frameinto aFR-SSCSis
done by processors. Of course, those
processors can only perform afinite
number of look-ups per timeinterval.
Performance testing should determine
the frame handling performance limit.
Two parametersdrivetherateat which
look-ups can be mapped; frame length
and theamount of traffic (percentage of
total bandwidth).

To test an IWU'’s frame-handling
capacity, send short frames on top of
constant background traffic into it and

count the outgoing frames. Also count

the frames at the receiver side. The limits
of the unit's frame-handling capacity can
be found by varying the background load

www.Agilent.com/comms/BSTS

and the burst length until there is a
mismatch between the two counters.
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Testing Buffers
Buffersarebuilt into the SUT to store

incoming frames. They haveto beableto

capture the longest frame allowed.
Sending aburst of long frames
interleaved with short onesteststhe
buffer allocation a gorithm. Many short
framestests the speed and reliability of
buffer allocation, whilelong framestest
the ability of the buffer allocation
algorithm to wrap around its physical
memory limitation.

Testing Receiver
Synchronization

Framerelay byte synchronizationis
performed by flags between frames.
Sending frameswith the minimal time
between them, oneflag, stressesthe
synchroni zation mechanism.

ATM synchronizesonthe HEC
calculation. Inserting HEC errors and
varying their quantity stressesthe cell
synchronization.

WAN Interworking with ATM

Testing Backplane
Performance

ATM and framerelay interface cards
sometimes are connected in onedevice
over abackplane bus. All traffic
interworking from one network to the

other travels over this backplane bus.

The IWU'’s performance is therefore
dependent on the cross traffic traversing
the backplane bus. The bus has to be
loaded with cross traffic while measuring
throughput and latency to determine the
behavior of the device under test.

To realistically emulate a network
environment and load the backplane, all
physical ports should be loaded with
independent, uncorrelated traffic sources
loading different virtual channels with
different distribution characteristics. One
way to reduce the number of physical
generators is to loop back some traffic.
But looped back traffic is no longer
uncorrelated.

To perform a more representative
network emulation, more than one test
port should be loaded on both sides and
the configuration should be set-up to
diversify the channels of different virtual
connections.

X ‘\.) S 0=
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Traffic Profiles Service Testing in a Network
An IWU's performance is dependent onTest equipment is essential to help debug
several variables: and verify new links involving an

« Traffic burstiness interworking function.

* Average frame length One common way to identify an

* Percent total input bandwidth end-to-end connectionisto send a “ping”

« Number of active virtual channels Mmessage from a workstation (or tester) at
one end of the link to another

» Percent load of backbone :
workstation (or tester) at the other end.

To test the real-world behavior of an
interworking unit, a traffic generator
should be able to generate very realisti
traffic. A traffic generator should
therefore permit the control of traffic
profiles. The exact parameters defining
the test profiles are dependent on the

A ping message, defined in Internet
Lontrol Message Protocol (ICMP), is
sent by one TCP/IP user to a destination
defined by the IP address. If the
destination station receives this echo
request message, it formulates an echo

equipment under test and the services €Ply and sends itback to the origin. If no

that are expected to be implemented ovBfNd response is received, the ping

the device. For example, an IWU request message _needs to be tracked to

connected between a public frame relay’e® Were it was mis-routed.

network and a public ATM network will But not only debugging can be

translate more DLCI channels than an performed this way. Service

access device Connecting a few frame performance measurements such as

relay links to an ATM network. transfer delays for a TCP application can
be measured in each segment of a
running network.

The test system checking the ping
message must be capable of decoding the
ICMP message on every protocol stack
involved. When network interworking,
this implies that the tester needs to be
able to make time-correlations for
different access points and over every
implemented protocol stack.

www.Agilent.com/comms/BSTS 14
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Figure 9: Service testing in a network.

Summary

ATM technology iswell-proven, and
many service providersarelooking at
implementing ATM in WAN
environments. The ability of ATM to
interwork with existing networkswill be
critical toitssuccess.

From aservice perspective, supporting
many interworking interfaceswill be
important because one limit to the
success of anew technology isthe
installed base. One of thefirst
standardized interworking scenariosis
that between framerelay and ATM. This
paper covered some of thetasksa
FR/ATM IWU must perform, and
pointed out important test issues.

We expect that future [WUswill support
not just network interworking, but also
serviceinterworking. To guaranteethe
correct function of serviceinterworking,
atest system needsto be ableto verify

the translation of RFC 1483 to and from
RFC 1490.

Asvirtual channel servicesbecome
available, support for signalling
tranglation through the interworking
devicewill berequired and thisisnot an
easy task. Only powerful test equipment
supporting multiport, multiprotocol
time-correlated emulation will be ableto
help devel op and verify the correct
functionality of such complex transl ation
schemes.

Broadband Series Test Sytem
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Variable Bytes

‘ 1 Byte 2 Bytes 2 Bytes 1 Byte

Flag Header 1 Field
Fl B
C
E | E[ElD|E
DLCI 1 DLCI ¢lclela
R N| N

A Note to Readers Familiar The FECN bit is similar to the ATM

; EFCI congestion indication in the PTI
\éV(;It:yATM But Not Frame field of an ATM cell. The DE bit has an

ATM counterpart in the CLP bit of an
Framerelay (FR) isafast ATM cell.

packet-switching service that uses Frame relay has permanent and switched

varl able-length paclfetsto transport data virtual connection (PVC and SVC)
over awidearea. It isan evolution of . .
services. Most of today’s FR

X.25 that takes advantage of the superior ,
. . . . _implementations are a low-cost PVC
transmission quality of today’s data lines

: e alternative to leased line connections and
to achieve faster transmission by
: : other data networks.
reducing error checking overhead.
Frame relay supports data transmissionFrame Relay WAN applications are
rates up to 2 Mb/s, and the Frame Relaypooming world-wide.
Forum is currently working on a high

capacity 45 Mb/s network-network Frame Relay/ATM interworking

standardization is very advanced for two

interface .

reasons:
Each FR frame has a multifield header. j) the deployment of both technologies
The address field is called Data Link is preceding ata rapid pace, forcing

Connection Identifier (DLCI) and isonly  interworking

of local significance just like VCI/VPI i the Frame Relay Forum and the ATM

indicators in ATM. Because the DLClis ~ Forum have cooperated to produce a

a virtual channel identifier, different common interworking agreement

lsoe?rlrfslpfl'rl?/rs?;\rﬁil?z llglggs)ecggisg?)rrf ttr?ee This interworking agreement is available
: to guide the creation of interoperable

number and length of frames sent, eva:R/ATM interworking units. The

connection can access various amount?nterworking Function (IWF) which

of available bandwidth. translates FR to ATM and vice versa is
The frame header includes fields for:  defined in ITU-T 1.555 and the Frame

« Forward explicit congestion Relay Forum implementation
notification (FECN) agreement, “Frame Relay/ATM Network

« Backward explicit congestion Interworking Implementation
notification (BECN) Agreement”, FRF.5, December, 20 1994.

» Discard eligibility (DE bit) indicating
the discard priority of a frame

www.Agilent.com/comms/BSTS 16
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A Note for Readers Familiar
with Frame Relay But Not
ATM

ATM isacell-switching serviceusing
fixed-length 53 byte packets called cells.
A five-byte address header indicates the
destination of the specific cell. The
addressfield is splitinto two sub-fields
called the virtual channel identifier
(VCI) and virtual path identifier (VP!).
Just likethe DLCI, the VCI/V Pl address
isavirtual connectionandisonly of local
importance.

Other important header fieldsare the cell
loss priority (CLP) which indicatesthe
priority of acell inthe event that traffic
must be discarded. The Payload Type
Indicator (PTI) contains the Explicit
Forward Congestion Indication (EFCI),
comparableto the FECN field in frame
relay. ATM does not have any backward
congestion capahility, but the Operations
Administration and M anagement
(OAM) proceduresinITU 1.610 define
special cell typesthat can be used to
convey similar information.

Thisprotocol structure allowsATM to
support the shared access and

bandwidth-on- demand features of FR’s

frame switching.

ATM offers both permanent and
switched virtual connection (PVC and

bits

SVC) services. The first ATM
implementations have all been PVC, but
an SVC signalling system has been
standardized and initial implementations
are becoming available.

Traffic transported over ATM has to be
divided into small cell payloads of 48
bytes. This process is called
segmentation. Different segmentation
and reassembly schemes (ATM
adaptation layers or AALs) handle
different transmission needs for voice,
data or video.

Due to the high speed of ATM, cells are
switched in hardware over high
bandwidth interfaces. Cells can be
transmitted at any speed, with 45 Mb/s,
155 Mb/s, 622 Mb/s and 2.4 Gb/s being
standard speeds. The upper limit of ATM
transmission speed has yet to be reached;
switching fabrics can currently switch
cells at rates of gigabits per second, and
new technologies capable of switching
terabits per second are on the drawing
board.

Transmission of constant-length short
cells instead of

variable length
frames

X k. S 0=
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WAN Interworking with ATM

interleaving of time-sensitivetraffic

(e.g. digitized telephonetraffic) and long
transmission frames

(e.g. Internet Protocol traffic) with
greater control of transmission delay.
Thisalso resultsin much lower delay
variation (jitter).

Much higher bandwidth requirements
can also be satisfied with ATM cell
switching. All this combinesto make
ATM akey technology for broadband
transmission reguirements.

But framerelay isalessdrastic change
from exiting data networking equipment
and will have animportant rolein the
transition to broadband networks.

www.Agilent.com/comms/BSTS
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Acronyms

AAL ATM Adaptation Layer

ATM Asynchronous Transfer Mode
Bc Burst committed

Be Burst excess

BECN Backward Explicit Congestion

Notification

CIR Command/Response bit

cbv Cell Delay Variation

CIR Committed Information Rate

CLP Cell Loss Priority

CPCS Common Part Convergence
Sublayer

CRC Cyclic Redundancy Check

DE Discard Eligibility

DLCI Data Link Connection Identifier

DSU Data Service Unit

EA Address Extension

EFCI Explicit Forward Congestion
Indication

FDDI Fibre Distributed Data Interface

FECN Forward Explicit Congestion
Notification

FR Frame Relay

FRF Frame Relay Forum

GCRA Generic Cell Ratio Algorithm

GFC Generic Flow Control
HEC Header Error Control
ICMP Internet Control Message Protocol
IEEE Institute of Electrical and Electronic
Engineers
IP Internet Protocol
ISDN Integrated Service Digital Network
ITU-T International Telecommunication
Union
IWF Interworking Function
IWu Interworking Unit
LAN Local Area Network
19

LLC
MAN
0AM
PCR
PDU
PT
PVC
RFC
RX
SAR
SCR
SDU
SIWF
SMDS

SNAP
SSCS

WAN Interworking with ATM

Logical Link Control
Metropolitan Area Network
Operation And Maintenance
Peak Cell Rate

Protocol Data Unit

Payload Type

Permanent Virtual Connection
Request For Comment
Receive

Segmentation And Reassembly
Sustainable Cell Rate

Service Data Unit

Service Interworking Function

Switched Multimegabit Data
Service

Sub-Network Attachment Point

Service Specific Convergence
Sublayer

System Under Test
Transmission Control Protocol
Transmit

Virtual Connection

Virtual Connection Indentifier

Virtual Path Identifier
Wide Area Network

dX Y =
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Agilent Technologies Broadband Series Test System

The Agilent Technologies BSTS is the industry-standard ATM/BISDN test system for R&D engineering, product development, field trials and
QA testing. The latest leading edge, innovative solutions help you lead the fast-packet revolution and reshape tomorrow’s networks. It offers
a wide range of applications:

ATM traffic management and signalling
Packet over SONET/SDH (POS)
switch/router interworking and performance
third generation wireless tesing

complete, automated conformance testing

The BSTS is modular to grow with your testing needs. Because we build all BSTS products without shortcuts according to full
specifications, you'll catch problems other test equipment may not detect.
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