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Gaussian minimum shift keying (GMSK) is the modulation format chosen 
by the European Telecommunications Standards Institute (ETSI) for GSM
and GPRS systems. More recently, ETSI adopted an 8PSK modulation 
format for use in EDGE. 

This application note starts with a review of the 8PSK modulation format.
The reasons for adopting 8PSK with 3π/8 rotation in the EDGE system 
are presented. The relationship between GMSK and 8PSK is reviewed.

The challenges of 8PSK power measurements are then considered. The
dependence of burst power on modulating data is discussed and quantified.
In this context, the trade-off between burst power measurement accuracy
and speed is studied. The estimated carrier power concept is introduced 
as a technique for achieving the required measurement accuracy without
having to compromise measurement speed.

From power measurements, we move on to consider the 8PSK modulation
accuracy measurements. The manner in which modulation accuracy is 
specified in the standards reflects the noise-like nature of this measurement. 
A statistical model is derived to help understand and quantify the rms 
EVM parameter.

The problem of IQ modulator tuning is addressed. A method for tuning IQ
modulators while transmitting normally formatted 8PSK bursts is presented.

The application note concludes with a review of the test modes defined by
the standards to support EGPRS mobile test.
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In GSM-based digital systems, GMSK is a constant-envelope modulation 
format used for spectral and power efficiency. It is a special case of 
frequency shift keying (FSK) modulation and, as such, transfers information
by the instantaneous frequency. In GMSK a “1” is represented by a positive
shift in frequency away from the carrier signal, and a “0” is represented by 
a negative shift in frequency away from the carrier.

We can illustrate what happens to the phase of the carrier in the time
domain using a phasor (vector) diagram such as the one illustrated in 
Figure 1. In this case, the modulating data forces the instantaneous phasor
to follow the unit circle.

Like analog FM, GMSK is a non-linear modulation format. We can, however,
view it as a form of phase shift keying (PSK) and linearize the generation of
the GMSK signal.

The first step in linearizing GMSK is to consider the binary phase shift 
keying system (BPSK). In this system, a “1” is transmitted when the carrier
has a phase value of zero and a “0” is transmitted when the carrier has a
phase value of π. 

GMSK and 8PSK Modulation

Figure 1. GMSK:  a non-linear form of modulation
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Transmitting a continuous stream of 1s would keep the phasor stationary 
in the 0 position. To achieve minimum shift keying (MSK), the phasor has 
to advance by π/2 radians on each symbol-that is, to rotate 90 degrees
around the circle. (See Figure 3.)

Laurent decomposition is illustrated in Figure 4. Each signal trace in the 
diagram represents an individual bit, graphed as amplitude versus time 
to indicate the signal’s time response. 

As each signal rises, it reaches a peak that is associated with a symbol 
point on the phasor diagram, that defines the clock location for that 
particular bit. When the signal falls, we see a certain amount of time 
overlap with the next signal. If we add the traces, the power should 
remain nominally the same at all times because linearized GMSK is also 
a constant-envelope system.

In this model, the signal is defined only at the symbol points, so between 
the symbol points, the signal must be interpolated. Moreover, it must be
interpolated in such a way that the signal emulates the phase transitions
imposed by the Gaussian filter defined in the standards. This interpolation 
is achieved through a process called Laurent decomposition in which 
we treat each bit that is to be transmitted as a separate signal, convolve 
each with an amplitude shaping pulse, and then add together (through 
superposition) the resulting time-domain responses, which are amplitude-
modulated pulses.
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Figure 3. PSK with π/2 rotation
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The GMSK modulation format, designed originally for GSM systems, 
is also used in GPRS. However, when ETSI began work on the EDGE 
standard, they were looking for a modulation format that would increase 
the system’s raw data rate. This improvement had to be achieved within 
certain constraints. Because EDGE and GSM systems would share the same 
spectrum–in fact, EDGE data slots would be intermixed with GSM voice 
slots–compatibility in the frequency domain was essential. 

8PSK is the modulation format chosen by ETSI for EDGE. The 8PSK format
transmits three bits per symbol, in contrast to GMSK, which transmits only
one. Through use of the same pulse-shaping filter, however, the spectra of
8PSK and linearized GMSK can be approximately matched.

Another ETSI goal was to minimize the complexity (and cost) of hardware,
particularly in the handsets. Consequently, the 8PSK format was designed 
in such a way that the handset can easily distinguish (without additional 
signaling) between the 8PSK and GMSK formats. This identification process
is called blind detection. 

Figure 5 shows 8PSK modulation in its classic form. We see that 8PSK
defines eight phase states for the payload and two modulation states for 
the training sequence. Within the constraints of the payload and training
sequence, a signal can move from one state to any other state or stay at 
the same state. 

Looking at the phasor diagrams in Figure 5, we can see that the transition
between 010 and 100 in the payload case and between 110 and 000 in 
the training sequence are problematic. In each of these transitions, the
instantaneous vector crosses the origin, which means that the carrier 
amplitude, which is the length of the instantaneous vector, goes to zero. 
This puts a requirement for infinite dynamic range on the power 
amplifier–a problem that we would like to avoid!

Figure 5. 8PSK modulation
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To resolve the problem, we use 3π/8 rotation in the symbols illustrated 
in Figure 6. This approach has the effect of creating a kind of “keep out” 
zone in the center of the circular plot. The symbol rotation steers the 
instantaneous vector away from the region surrounding the origin. This
effectively limits the dynamic range of the symbol.

Figure 7 shows a time domain burst of a real 8PSK signal. Note that the 
rise is not a straight line; it has a shape that is used mainly to control the 
spectrum during the transition. Next we see the data (payload) portion of 
the burst, and in the middle we see an area of much lower amplitude where
the training sequence occurs. Finally we see the remainder of the data 
portion of the burst. 

The table shows that in the peak-to-average ratio, by using the 3π/8 rotation,
we lower the overall value by a small amount during the payload sequence, 
from 3.4 dB to 1.5 dB, and by a larger amount during the training sequence,
from 3.3 dB to 3.2 dB.  

Figure 6. 8PSK modulation with rotation
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Looking at the peak-to-minimum ratio, without symbol rotation the value 
is infinite because the signals pass through the origin. With 3π/8 rotation, 
the dynamic range of the payload sequence is limited to 16.6 dB. 

In Figure 8 we see the results of 3π/8 rotation on detection during the 
training sequence. Recall that only two phase states are used for the training
sequence. As a result, the training sequence symbols for GMSK and 8PSK 
differ only in the degree of rotation: π/2 for GMSK and 3π/8 for 8PSK.
Knowing what the training sequence is, the handset can easily distinguish
between the GMSK and 8PSK formats by determining the rotation during 
the training sequence–the process is known as blind detection.

Figure 8. Blind detection

8PSK GMSK

3π rotation
8

π   rotation
2



8

One of the difficulties of any system with higher order modulation and 
non-constant amplitude is that the signal looks like noise. In dealing with
noise we are dealing with a statistical process, one which needs to be 
modeled as accurately as possible. We would also like to measure as quickly
as possible.

Before examining this topic in detail, let us look at how the standards 
define some key terms. 

• Burst power is the average power over the useful part of the burst. 
In other words, rise time and fall time are excluded from our calculation 
and only the remaining output power is considered. Additionally, burst 
power is calculated only when the handset is transmitting.

• GMSK output power and GMSK burst power are the same.

• 8PSK output power is defined as the long-term average of 8PSK burst 
power.

If we were to make many burst power measurements on an 8PSK signal
transmitting random data and then plot the results in a histogram format, 
we would get the bell-shaped distribution illustrated in Figure 9. 

The burst power distribution, which is quite uniform, is superimposed over
an ideal Gaussian curve. As we can see, there is a good match. The Gaussian
distribution thus provides a useful model–well understood and easy to 
analyze–that can be used to estimate the number of averages required for 
a given accuracy in our 8PSK burst power measurement.

Figure 9. Distribution (PDF) of burst powers
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Taking into account standard deviation, we can derive a method for 
predicting how long it will take to measure 8PSK burst power to achieve a
desired confidence level. Figure 10 shows the range of uncertainty for each
of two different confidence levels, calculated as a function of the number of
averages. The graph indicates that there is a tradeoff between measurement
accuracy and speed. As one might guess, greater confidence requires longer
measurement time. The amount of time required for measuring 8PSK burst
power is considerably longer than for GSM; possibly too long in terms of the
production of a phone.

Agilent has developed an estimated carrier power measurement that avoids
having to make the tradeoff between measurement speed and accuracy. 
This measurement offers considerable practical value in a production 
test environment.

To develop a useful method of estimating the long-term average of burst
power, we must first consider how an 8PSK signal might be generated.

In a typical mobile station output section, modulation is applied to a carrier
by means of an I/Q (in-phase and quadrature-phase) modulator. The result 
is the 8PSK modulated signal as illustrated in Figure 11. The relationship
between the carrier signal (P_carrier) and the long-term average of the 
modulated signal (P_longterm) is deterministic, and we can see a small 
shift in power (–0.0157 dB.)

Figure 10. Measurement uncertainty as a function of the number of averages
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When real 8PSK bursts are considered, we observe more variation in the
ratio of P_longterm to P_carrier. In all cases, P_carrier provides a good 
estimate of P_longterm. However, the training sequence used will be a 
factor in the offset. Because we know which training sequence code (TSC) 
is being used, we can calibrate out the variation.

Knowing the carrier power, we can predict the long-term average of burst
power. It turns out that carrier power can be estimated from a single burst
power measurement. This is the principle that underlies the estimated 
carrier power (ECP) measurement technique used in Agilent’s test sets.

Figure 13 illustrates the ECP measurement technique. 

First we make an absolute burst power measurement using a power meter.
The same burst is then demodulated in the receiver and the data symbols
passed to the digital signal processor (DSP). Conceptually, the transmit path
is replicated within the DSP. The received data is used to modulate a unit
carrier and the resulting simulated burst power is measured over the same
interval as the actual burst power. This allows us to determine the ratio 
of the ideal carrier power to the ideal burst power for the transmitted 
data. When the measured burst power is scaled by this ratio (K), we get 
an estimate of the carrier power.

Figure 12. Long-term average power as 
a function of training code sequence

Figure 13. ECP measurement block diagram
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The effectiveness of this measurement is somewhat dependent on the design
of the phone being tested. 

A phone typically uses an automatic level control (ALC) loop to level the 
signal. The design of this loop is often proprietary and not subject to 
standards, since it does not affect the interface between the phone and 
the base station. Vendors therefore implement level control in different 
ways, which are not always known to the test equipment vendor and may
therefore have some effect on measurement accuracy.

Figure 14 illustrates one particular design where a gated ALC follows an 
IQ modulator. Gating prevents the signal from being leveled when the burst 
is off, but it can be ignored in the present discussion. The purpose of the
ALC is to level the output power. It achieves this by maintaining a zero error
signal between the level control signal and the detector output. If the output
power were to drift, the error signal would no longer be zero. A non-zero
error signal drives the level modulator to correct the RF output power so that
the zero error condition is restored. In this fashion the ALC compensates for
power variations in the signal applied to its input. In Figure 14 the input is
an 8PSK-modulated signal. As already discussed, the 8PSK signal exhibits
significant power variation across the burst and from burst-to-burst. This
represents a power variation that the ALC tries to remove.

If the ALC had sufficient bandwidth, say 300 kHz, all amplitude variation
would be removed from the 8PSK signal. In this case the standard deviation
in burst power at its output would be zero. Such a scenario is undesirable as
the resulting signal could not be properly received. In practice, the ALC
bandwidth will be set to a value less than 200 Hz. However, even then, the
ALC is capable of removing some of the burst-to-burst power variation, and 
a reduction in the standard deviation of burst power at the output can be
expected.

ALC bandwidth has the reverse effect on the ECP measurement. The ECP
measurement sees an ALC-induced correction to burst power as a change 
in carrier power. The wider the bandwidth, the greater is the capacity of the
ALC to level or correct the signal, and consequently, the greater the variation
in observed carrier power. Therefore, as the ALC bandwidth increases, the
standard deviation of the ECP measurement will also increase. 

Figure 14. ALC interactions
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Having calculated the burst power and ECP standard deviations for a given
bandwidth, we can proceed to analyze the measurement accuracies to determine
how many averages are needed. In the example illustrated in Figure 16, we
assume a required test accuracy of 0.5 dB. The basic measurement accuracies
are 0.32 dB for the burst power measurement and 0.4 dB for the ECP 
measurement. This leaves an allowance for data variation of 0.18 dB in the
burst power measurement and 0.1 dB in the ECP measurement. 

To obtain a 99.7 percent confidence level, we determine the number of 
averages for each measurement (N) by dividing the allowance for data 
variation by the three-sigma value for that bandwidth and then squaring 
the result. N is rounded up to the nearest integer.

In this example, ECP starts to lose its advantage over the burst power 
measurement as the loop bandwidth approaches 100 Hz. However, in the
case of a system with “No ALC,” ECP has a 15-fold advantage over the burst
power measurement. 

“No ALC” is not a trivial case. It effectively represents the case if a polar
modulation scheme is used to impose modulation. In these schemes, the
modulating signal is resolved into phase and amplitude components. Phase
modulation is applied through the phased locked loop (PLL) in the synthesizer
and amplitude modulation using ALC feed-forward techniques. With these 
ALC arrangements, the amplitude modulation is no longer regarded by the
loop as a disturbance that it must act to remove–this represents the “No
ALC” case. In summary we see that some characterization of a phone is 
necessary to determine the number of required averages. However, we can
substantially improve measurement speed in most cases by using ECP.

Figure 16. When to use burst power or estimated carrier power

Measurement Burst power ECP

Required test accuracy 0.50 dB 0.50 dB

Measurement accuracy 0.32 dB 0.40 dB

Allowance for data variation (Ed) 0.18 dB 0.10 dB

100 Hz BW: 3σ 0.65 dB 0.23 dB

N=Ceil((3/σ Ed)2) 14 6

50 Hz BW: 3σ 0.67 dB 0.17 dB

N 14 2

No ALC: 3σ 0.69 dB 0.0 dB

N 15 1

Figure 15 shows how the standard deviation values of the burst power and
the ECP measurements are affected by the ALC noise bandwidth. Adding the
squares of the output burst power and output ECP standard deviations will
equal the square of the input burst power standard deviation.

Figure 15. Standard deviation values as a function of ALC noise bandwidth

ALC noise Input burst Output burst Output ECP
bandwidth power power standard

standard standard deviation
deviation deviation

10 Hz 0.23 dB 0.229 dB 0.025 dB

20 Hz 0.23 dB 0.228 dB 0.035 dB

50 Hz 0.23 dB 0.224 dB 0.055 dB

100 Hz 0.23 dB 0.218 dB 0.077 dB

200 Hz 0.23 dB 0.204 dB 0.109 dB
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The key modulation accuracy parameters and their system specifications
include the following:

• maximum RMS EVM < 9 percent
• average peak EVM < 30 percent
• 95th percentile EVM < 15 percent
• frequency error < 0.1 ppm
• average origin offset suppression > 30 dB

We will focus on the RMS EVM (error vector magnitude) parameter. The
noise-like nature of the 8PSK modulation format and a specification 
requirement that the maximum value is determined from 200 bursts makes
RMS EVM problematic, in the manufacturing test environment–such a large
number of bursts may take several seconds.

The question is, can we determine the statistics of RMS EVM for the device
under test that will allow us to predict the likelihood of a given peak value
being exceeded? The next few diagrams describe how the probability density
funciton of the RMS EVM can be determined it we make the assumption that
the error component in the signal is due to AWGN.

The standards define RMS EVM as the square root of the ratio of error 
vector (noise) power to signal vector power. 

We can generate a three-dimensional plot illustrating the joint distribution 
of average noise power and average signal power. Note that both the average
noise power and the average signal power values tend towards the normal
distribution and thus have Gaussian models. 

Figure 17. RMS EVM definition
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With these concepts in mind, we can calculate the RMS EVM distribution
mathematically. 

In Figure 18 we see the joint probability distribution function (PDF) of the 
average signal power and average error power represented as a contour plot.
We are looking down on the three-dimensional model shown in Figure 17.
Each circle (contour) joins points of equal probability.

If we consider a given value of RMS EVM, ε, in a rectangular coordinate 
system defined by Ps and Pn, we see that the square of ε represents the 
slope of a line passing through the origin. This follows from the definition 
of RMS EVM. 

Next, we consider a second RMS EVM value, ε+∆ε. The square of this value
also represents the slope of a line passing through the origin. If we then 
integrate the volume lying under the joint PDF surface and bounded by 
these two lines, we can determine the probability of the RMS EVM lying
between the two values ε and ε+∆ε.

By considering a range of values for ε stepped by ∆ε, we can determine a 
histogram that shows the distribution of RMS EVM values for a given set 
of signal power and error power statistics. As ∆ε approaches zero, the 
histogram will become the PDF of the RMS EVM.

Figure 18.  Determining the PDF of RMS EVM
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Figure 19 shows the RMS EVM PDF that we would expect when the noise is
added white Gaussian noise (AWGN) for different values of signal-to-noise (SNR)
ratio.

If we do the math for different SNR values we can generate a family of RMS
EVM PDFs. It is notable that as the mean value of the RMS EVM increases, 
so does the spread of the distribution. 

This is a useful observation. It means that the RMS EVM PDF is defined
entirely by the average value. The standard deviation, or measure of spread,
is a function of the average value. There are well established techniques for
estimating average values from small sample sizes.

Figure 19. RMS EVM probability density functions
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Two plots are shown in Figure 20. One is the normalized RMS EVM PDF of
our signal with noise added; in this case the noise source is AWGN. The 
other plot is a true Gaussian distribution. The two appear to be very closely
matched, although in reality there is some divergence around the mean 
and, although not visible here, at the tails. Because we are interested in 
estimating the probability of a peak value occurring, the Gaussian or normal
distribution is not an accurate model.

Figure 20. Normalized RMS EVM PDF
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In reality, the shape factor of our PDF is determined by several factors–the
randomness of the data pattern in the signal, the EDGE transmit filter, 
the measurement filter, and the bandwidth of the AWGN. The effect of 
the AWGN bandwidth becomes negligible if the AWGN bandwidth exceeds 
the measurement filter bandwidth. The only requirement is that the additive
noise has a flat noise spectral density over the measurement filter bandwidth.

This leads us to further consider what the distribution might look like 
for a signal in compression, which is a common source of distortion. For 
example, what happens if, instead of having a full 3.2 dB of overhead, we 
only have 3 dB of overhead in our power amplifier at the maximum power,
and at the instantaneous peaks we get some compression on the signal? 

In the code domain–the domain of waveform quality–we discover that the
behavior of the compressed signal is somewhat better than our “pure” 
signal with randomly generated noise. 

For measurements made on a real device in different degrees of compression,
we plot the normalized PDFs atop the normalized PDF predicted by the
model developed for an AWGN error signal.

A close examination shows us that for all values of average RMS EVM 
compression, the spread is always less than the spread predicted by the
model developed for an AWGN error signal. Further, as the compression
increases, the spread reduces. 

This tells us that the model developed for an AWGN error signal can be
regarded as the limiting case. If we assume this model, we can be sure that
the peak value of RMS EVM for a signal in compression will be less than 
this value–whatever the degree of compression.

Figure 21. RMS EVM PDF for signals in compression

Normalized PDFs – compression

4.50E–01

4.00E–01

3.50E–01

3.00E–01

2.50E–01

2.00E–01

1.50E–01

1.00E–01

5.00E–02

0.00E+0.0
0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5

14% AVG RMS EVM compression

7% AVG RMS EVM compression

AWGN

Normalized RMS EVM



17

Comparing the contour plots for AWGN and our compressed signal, Figure 22
illustrates why the model developed for an AWGN error signal can be 
regarded as a limiting case.

For both signals, the average RMS EVM values are the same, shown by 
the dotted lines. In the case of an AWGN error signal, because the noise
power is not correlated to the signal power, the Pn and Ps values are evenly
distributed about the mean, and thus the contours in the plot are circular.

In the case of the compressed signal, the noise power is correlated to the 
signal power: when signal power is high, we are more likely to see a large
noise power. This tends to stretch the joint PDF along the dotted line that
defines the average value. Since the total volume under the surface must
remain one, the distribution is effectively pulled towards the average value.

Figure 22. Contour plots for AWGN and signals in compression
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Figure 23 shows the probabilities for some offsets of the normalized RMS
EVM PDF. 

The tables tell us that if we require less than one failure in 10,000 phones
tested, and if our specification limit for peak RMS EVM is 9 percent, the average
RMS EVM value must be less than 7.08 percent. If we require less than one
failure in 100,000, the average RMS EVM must be less than 6.47 percent.
Therefore, if we find that the average of a small number of burst RMS EVM
values is 6.47 percent or less, we can be confident that over 200 bursts of our
phone will not exceed the 9 percent peak value limit. We are able to shorten
the measurement time using statistical techniques to predict the performance
of the phone–a significant improvement in a production test environment.

Figure 23. Tabulated values for the RMS EVM PDF

P (X < X')

X 

X'

X’ P(X < X’)

1.1663 0.99

1.2214 0.999

1.2714 0.9999

1.3916 0.99999

Peak RMS Maximum Required average
EVM limit failure rate RMS EVM

9%
1/10,000 7.08%

1/100,000 6.47%
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Now let us consider the in-phase/quadrature-phase (IQ) modulator. 

IQ modulation generally is done at an intermediate frequency and then 
up-converted by means of an oscillator and amplifiers in the phone.
Although the IQ modulator operates down at the IF, it is still imprecise
enough to require some tuning on each device. This tuning process is
required on every phone as part of the manufacturing test process.
Traditionally IQ tuning has been done using special test modes on the phone.

In an IQ modulator, the carrier, which is the cos(2πƒcτ) term, becomes the
carrier for the in-phase (I) channel. When it is rotated 90 degrees to make
sin(ωτ), it becomes the carrier for the quadrature (Q) channel. Thus the 
carriers are 90 degrees out of phase. 

An ideal IQ modulator would consist simply of two perfect mixers, a 
perfect 90 degree phase shifter, and a perfect summing block. In an actual
system none of these elements is perfect, and they contribute to distortion 
of the signal.

The imperfections can be modeled by additional gain stages in the I and Q
channels. The gain stages are characterized as having a gain and phase shift
at the carrier frequency plus a DC offset.

In practice, we use compensation circuits to drive gain imbalance toward 
a value of one, and quadrature skew and LO leakage toward values of zero.

Figure 24. IQ modulator imbalance
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The classical way of tuning an IQ modulator uses a CW signal. If we apply
two sine waves, of frequency ƒm and 90 degrees apart, to the I and Q 
channels, we should produce a sine wave at frequency ƒc+ƒm if the IQ 
modulator is properly adjusted.

Looking at the output on a spectrum analyzer, shown in Figure 25, we can
see the desired signal. However, we also see other frequency terms that
reflect the imperfections of the IQ modulator. LO leakage causes the LO 
frequency to appear. Gain imbalance and quadrature skew together allow 
an image frequency (ƒc+ƒm) to appear.

We can tune the IQ modulator, usually through iteration, by setting the 
DC-offset, quadrature, and gain adjustments to minimize the LO frequency
and image frequency components. This technique is effective, but it does
require that our phone have a special test mode for generating the required
sine waves on the I and Q channels.

It is clearly preferable to have a tuning technique that does not require 
a special test mode, but rather uses a normally-modulated burst. The 
algorithm defined in the standards for estimating parameters in the 
modulation measurement lends itself to such a technique. Because LO 
leakage is equivalent to the origin offset suppression, that measure exists
already. By making a change to the parameter estimation algorithm, we 
also can determine the amplitude of the image frequency–the measure we
refer to as the IQ imbalance.

Agilent has implemented this technique in its test sets to eliminate the 
need for any specialized test mode or test signal. We can run our phone in 
a normal loopback test mode, and without any knowledge of the modulation
pattern, and the test set can extract the origin offset and image signal of 
the modulation. Without having to change modes or leave the domain of
waveform quality, we can make the required measurements accurately 
and efficiently–a boost to our manufacturing throughput.

Figure 25. IQ tuning
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The ETSI standard defines three modes for testing mobile devices, all of
which are supported in Agilent 8960 Series 10 test sets.

• ETSI Test Mode A is used for transmitter testing only. It turns on the 
transmitter allowing us to evaluate both the GMSK and 8PSK transmit 

signal; however, no data is received back from the test set. 

• ETSI Test Mode B is a loop-back method of testing in which data sent 
on the downlink is sent back on the uplink. Data is looped back after the 
channel decoder stage. This mode can be used for GMSK and 8PSK 
transmitter testing as well as receiver BER for GPRS. 

• EGPRS Radio Block Loopback Mode was created for testing EGPRS 
receiver BER. It also supports GMSK and 8PSK transmitter tests. 

In the state diagram in Figure 26 see how the EGPRS switched radio block
loopback mode is turned on to perform testing. First, downlink and uplink
TBFs are established in the usual manner. A test mode command is sent to
the mobile, forcing it into the Test Loopback ON sub-state. The test mode is
terminated using the normal packet TBF release mechanism.

Perhaps the most common use of the loopback mode is illustrated in the lower
block diagram of Figure 26. We send an RF signal into the radio demodulator
but, in addition to decoding the signal and sending it to the upper layers to
handle the packet information, we also strip off the raw data and send it in a
burst to the channel decoder–at the same time re-modulating the transmitter
signal of the phone itself. This process is used typically to test the receiver
part of the phone, though we can measure the transmitter as well.

To measure the performance of the demodulator, we hunt for errors in 
the demodulation, which requires sending an impaired signal to the phone.
Typically we make the impaired signal quite small, so that the phone is right
at the limit of its ability to receive the signal. The signal coming back from
the phone into the test set will be extremely high, since there are no other
phones on the air interface. This returning signal will therefore be well above
the noise floor and free from return-path errors. Our test set will be able to
demodulate the signal easily, and any errors it detects will be attributable 
to the phone’s demodulation process. 

Figure 26. Switched radio block loopback mode
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The need for speed in communications has driven the adoption of 8PSK 
modulation format for EDGE and its major variant, EGPRS. However, the
need for speed in manufacturing is driving the adoption of new techniques
for testing 8PSK, given this modulation format’s noise-like nature.

Power measurement is one of the challenges introduced by 8PSK modulation.
Estimated carrier power is a new technique that improves measurement
speed without compromising accuracy.

Noise measurement is at the heart of the peak RMS EVM measurement. 
The statistics generated from this measurement give rise to a method for
determining the peak value of RMS EVM from the average RMS EVM value.

IQ modulator testing is required on all phones. The IQ imbalance measure
forms the basis of a method for tuning IQ modulators without having to 
place the phone in a special test mode.

ETSI defines three test modes to support mobile phone testing. A new
EGPRS loopback test mode in particular allows for testing of 8PSK 
transmitters and receivers.

Figure 27. Agilent’s 8960 Series 10 test set and test applications support GSM, GPRS, and now EGPRS
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Agilent supports all of these measurements and test modes in what we 
call the “test application” versions of the 8960 Series 10 test set. Test 
applications are generally aimed at a manufacturing environment 
where throughput is of utmost importance. We also have a version of the
product called the “lab application,” which includes all of the measurement
techniques discussed in this paper, as well as additional RF capabilities.

Both the manufacturing test applications and the lab applications feature 
network connectivity, so that users can connect the test set to a LAN port
and to the Internet. This connectivity makes it possible to send real data
from the Internet through the Agilent test set which replicates all of the
upper layer protocols as needed to emulate a live network and send data 
to the phone by means of a real RF link. 

Additional capability lets users vary the coding parameters, time slot 
structure, and power to do a thorough evaluation of design technology 
with the phone connected to the network. A computer in the system can
measure all the signaling, as well.

For more information on EGPRS testing and Agilent’s test solutions, 
please visit our Web site at www.agilent.com/find/8960.
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