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Introduction

The challenges of
the traditional test
methodology

Geographically distributed storage networks have introduced a number
of new network devices and new technologies into an already complex
system, that is the storage network. These new network devices are
more complex and have more intrusive features, compared to a
traditional Fibre Channel switch. These new storage network
extension devices are challenging the traditional method of testing for
storage networks; usually based on real servers, storage and backup
devices. This article will discuss the limitations of the traditional test
methodology, and why a new way of testing these devices is required.

With the emergence of this new generation of storage network devices,
the limitations of the traditional test method, using real servers and
storage, become more visible, especially in the areas of performance
and robustness testing. These limitations are due to the fact that real
servers and storage are not designed for test.

There are usually multiple software layers in the device that
(application, operating systems and drivers) generate levels of
indeterminism on the traffic injected in the storage networks,
therefore reducing the repeatability of measurements.

Also, real server and storage equipments are designed to conform

to protocol specifications, testing the robustness of the network by
simulating disasters, faulty devices, injecting errors and protocol
violations on real devices has always been a challenge. When errors
do happen, the real devices typically do not provide the ability to drill
down into the details to understand the root cause of the issues.

Lastly, as storage networks move to higher speeds, such as 4 Gbs and
10 Gbs, individual real devices may not load the network at 100%

of its capacity, making maximum performance measurement even
more difficult.

In the next paragraphs, we use several test cases for extension network
devices to highlight the challenges associated with the traditional test
methodology, and how they can be overcome.



Test Case 1 — Credit As a part of the initialization process, a transmit buffer-to-buffer-credits

Characterization (BBC) is determined between end devices. The sending device can only
send if there are transmit BBC available. After sending a frame, the
source device decrements its transmit BBC. When the destination
device receives a frame it sends back a credit (R_RDY) to indicate that
it has processed the received frame and is ready to receive more
frames. Upon receiving the R_RDY, the source device will increment
the transmit BBC. The distance extension network devices in this
scenario pass the signals through transparently.

Due to the speed of light delays, across long distances there could be
idle periods between the transmissions of frames as end devices wait
for the transfer of the frame and credit. This is known as “data droop”,
where the maximum throughput can not be maintained on the
extension link.
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Figure 1. Flow control between end devices



One way to compensate for drooping is for the end devices to support
larger BBCs. Assuming the transmission delay is the only delay in the
system, then, with a BBC of 256, it is possible to extend a 1 Gbps link
500 km without suffering from credit starvation. Theoretical extension
limits for other BBC values are shown in Figure 2.

However, as extension devices introduce their own delays and have
different performance characteristics, the theoretical limits generally
cannot be reached. Thus, before deployment, it is important to validate
that the expected throughput values can actually be achieved.

To do this validation using real devices is difficult because real devices
typically have a fixed BBC value, which is dependent on its design. So
to test the actual extension link throughput, with different BBC values,
at different transmission rates, requires many real devices to be used
in turn.

On the other hand, test platforms work on the principle of emulating
real devices. Emulation means the test platform supports enough of
the protocol to convince the extension device under test that it a real
server or storage device. For this test case, the test platform will
emulate different devices by changing the BBC. Having this flexibility,
means the optimum credit value can be found easily, and more
importantly, can be tested using just one piece of equipment.
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Figure 2. Theoretical extension limits



Test Case 2 — BBC spoofing Another problem with testing using real devices is the difficultly in
generating specific scenarios or simulating negative test cases. This can
be demonstrated by the Buffer to Buffer Credit (BBC) spoofing test.

BBC Spoofing is a new feature offered by some extension devices. With
BBC spoofing the extension device takes over the flow control between
the end devices. When end devices send frames to each other, it is
intercepted by the extension device and buffered. The extension device
at the ingress will respond to the source device with a R_RDY as soon
as a frame is received, and will transmit the frame across the link to
the replicated extension device on the remote side. At the egress, the
extension device will send frames to the destination device only at the
rate which the destination device can accept frames.
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Figure 3. Flow control with BBC spoofing



With BBC spoofing, the source device is not waiting for the destination
device to respond with R_RDYs. Thus a higher level of utilization is
maintained on the extension link.

With the BBC spoofing feature, extension devices maintain the flow
control. If congestion occurs due to a slow destination device, it is
important to understand the implications. Are frames lost because
buffers in the extension device overflow? Or, does the extension device
throttle the sending device?

To create congestion in the extension link can be very difficult using
real servers and storage systems. Application level performances and
SCSI protocol handshaking can mean that the actual link utilization is
lower than expected. Thus, a number of servers and storage systems
may be required to generate concurrent load to congest the link, this is
especially true as the link speeds increase. Each of the servers and
storages systems must be controlled separately. This method can be
very expensive in both management time required and equipment
costs. Another problem with this approach is that the servers and
storage devices will not be able to help drill down into the issue. For
example, if frames are lost due to the extension device, using a real
server and a real storage device, this will appear on the server or the
storage device as an aborted operation, but is the aborted operation
due to a frame loss, or due to some other application specific issue?
This can be very difficult to identify.

In contrast, a test platform is a hardware test system that is tailored
for flexibility, and thus able to recreate test scenarios. The test
platform does not have issues with application level performance
limitations — the application on the test platform is also designed for
testing. So the dedicated test platform has the ability to easily create
both stress conditions for the fabric, as well as the ability to inject
negative test scenarios. This capability is very important in the testing
of storage network devices; a network device can only be considered
tested if its robustness has been validated under stress and invalid
network scenarios.

Another advantage that a dedicated test platform brings in this case

is the ability to drill down into the cause of the issue. Using the same
scenario, if the extension device is causing frame loss due to
congestion, the test platform will be able to highlight this issue. The
test platform will track the number of frames sent and the number of
frame received, and thus able to determine that frames have been lost.
Even more importantly, the test platform can be configured to recreate
the congestion scenario on demand.



Test Case 3 — Failover recovery

Geographically distributed storage networks use a number of different
technologies. The technologies include SONET/SDH, WDM and FCIP.
Regardless of the type of network used for extension, failures can
always occur. If FCIP is used, this could be in the form of one of the IP
routers being overloaded and causing IP encapsulated FC frames to be
dropped. In the case of SONET/SDH or DWDM, one of the links on the
ring could be broken. These failures in the extension link can be the
cause of longer latency or in the worst-case application timeouts. Thus,
understanding implications for the storage application if failure occurs
is a test that should be performed.

Each of the three networks (WDM, SONET, and IP) treats failures
differently, and the expected network down time maybe very different
as well.

To use real devices to calculate failure recovery time would be some
variant of the “stopwatch” method. An extension network is setup,
with I/0 transfer started between a server and a storage device. Then
the user creates a failure condition in the extension network and starts
timing on the stopwatch. During the failure, the I/O will stop or slow
between the server and the storage device. The test engineer monitors
the system until I/O resumes to the original level and stops the
stopwatch and calculates the failover recovery time.

The manual test method is very labor intensive. Also, human reaction
times are highly variable and prone to errors. This type of analysis may
work for systems with very long failover times; however, it is no longer
sufficient in some of the new technologies introduced for distributed
networks. For example, in a SONET/SDH network, which has Automatic
Protection System (APS), the failover recovery time is guaranteed to

be within 50 ms. In order to test this guarantee, an automated test
method with accurate hardware driven timers is required.



A dedicated test platform will typically provide an automation
interface that allows the user to control all aspects of its behavior;
from changing behavior parameters, to I/0 traffic profiles, to statistics
collection. This means that repetitive tasks and time sensitive tasks
can be automated. In the case of the failover testing, a test platform
can be used to automatically start timers when the failover event
starts, and when the I/O resumes automatically stop the hardware
based timers; thus ensuring accurate and repeatable measurements.
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Figure 4. Hardware based failover recovery testing



Limitations of using
test platforms

The challenges of testing distance extension devices with the
traditional test methodology have been highlighted in this paper. A
dedicated platform is required to fully test storage network devices as
they become more complex. These test platforms provide flexibility in
emulating multiple devices; ability to create stress, generate negative
test scenarios, and simulate diverse network conditions. Also, with
many automation features built into the test platform, testing can be
simplified, and test time significantly reduced.

Given the number of advantages of using a test platform over real
devices, and the ease of use of test platforms over managing multiple
real devices, it is tempting to replace all real device test beds with test
platforms. At the moment, this is not feasible, due to the need for
interoperability testing with real devices. A distinction should be
made between different types of test scenarios. Real devices should

be used for interoperability test cases, but dedicated test platforms
should be leveraged for device or network characterization and feature
testing scenarios.

Another area to be aware of is the application level behavior. Each
application has very different behaviors and requirements. It is not
possible for the test platform to completely replicate the behavior of a
specific storage application. Thus it is very important to verify the
application level behavior on the distributed storage network before it
is actually deployed.

However, if used correctly, a dedicated test platform can be a very
powerful tool in testing storage network devices, and qualifying
network behavior.



Selecting a test platform

10

This paper talked about the test platform in general; however, there are
a number of different test platforms available on the market. We will
conclude our discussions with some thoughts on what to look for in
selecting a test platform.

Obviously, the test platforms should be compared and contrasted to
see how they perform in the areas of performance and robustness
testing, as well as automation and usability. The ability of the test
platform to cover a large percentage of the test cases in each of these
areas is important.

As the storage networks move to higher speeds, such as 4 Gbps and
8 Gbps, does the test platform follow the speed curve? Are the
interfaces flexible, so a single interface can cover not only the new
interface speeds, but also be configurable to test the existing 1 Gbps
and 2 Gbps interfaces?

How much flexibility does the test platform provide to allow the user
to create negative network scenarios to fully test the response of the
network device under adverse conditions? Does the test platform count
or record the number of errors seen?

Also, the test platform should be assessed on its automation interface.
How easy is the interface to use or to build internal automation
scripts? Does the test platform already provided some pre-designed
automation scripts that will allow you to get a jump start?

Lastly, the vendor’s commitment to continuous improvement of the
product is very important. What is the vendor’s plan for growing the
product in the next year, in terms of new features or new technology
coverage? These are all important considerations in the final selection.
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