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I.  Introduction

We live in a vastly reactive world.
If it ain’t broke, don’t fix it. The
widespread success of dispatched
analyzers like Hewlett-Packard’s
Internet Advisor for LAN and WAN
are a testament to this idea.
Loaded with dozens of applica-
tions, the Internet Advisors
provide their users with equally
many ways to fix network prob-
lems as they occur.

Of course, this reactive approach
results in too much downtime
for today’s network applications,
which creates the need for
proactive network management
tools.  HP’s proactive solutions
include  OpenView, ProbeView,
and NetMetrix. With such systems
in place, network managers not
only get alerted to problems, they
can continuously monitor the
operating characteristics of the
network. With the proper under-
standing of these characteristics,
network managers can improve
network performance, lower
operating costs, and reduce
downtime.

The downside of proactive
network management systems for
many applications is the time and
cost associated with installation.
Although proactive systems are
essential for managing large
internetworks, cost-justifying
their installation may be difficult
for most managers of smaller
networks, especially if all they
need are periodic network health
checks or performance test
results.

With the addition of HP Internet
Reporter, a software add-on,
the HP Internet Advisor becomes
a cost-effective alternative to
permanently installed network
management systems for perform-
ing network baseline studies.  In
this product pair, the Internet

Advisor collects statistical data
then passes it on to the Internet
Reporter for analysis.  Internet
Reporter produces a compact
table of the data, adds interpretive
statistics, then produces dozens
of presentation-quality charts.

What is a network baseline?

A network baseline is a snapshot
of various network statistics,
trended or counted at specific
intervals.  Data is collected on
the network over a representative
period of time, from a few hours
to several days. A basic baseline
might detail only utilization and
error rate statistics, while a more
comprehensive baseline details
dozens of statistics. Such statis-
tics might include broadcast
frames, management frames, or
frames by specific protocol types,
such as IP or SNA. Even more
comprehensive baseline studies
provide complete traffic
breakouts of some or all stations
on the network.

What is a network benchmark?

Whereas a baseline details the
state of an entire network
segment, a benchmark focuses
attention to specific conversa-
tions. Benchmarks are typically
run for just a few minutes to an
hour, and at much shorter sample
intervals than baselines. Any time
you need to document or compare
the performance characteristics of
a networked device or applica-
tion, a benchmark study will
provide the facts you need.

Network baselines and bench-
marks have a broad range of
applications. We have detailed a
few of the most common ones as
case studies in this document.
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Case Studies

Mini-lesson: sample intervals and sample periods

Sample intervals and sample
periods are used in various combi-
nations when trending Summary
Stats or Protocol Stats data.  It is
imperative that you decide on the
right values for your needs before

you start collecting data.

Sample interval: The time be-
tween entries in a Summary
Statistics or Protocol Statistics
Trends file. A 1-second sample
interval places an entry in the table
every second. A 10-second sample
interval places an entry in the table
every 10 seconds.

Sample period: The total amount
of time between the first and last
entries in a Summary Statistics or
Protocol Statistics Trends file.

Choosing a sample interval

Figure 1.1 provides a cross-refer-
ence detailing all supported sample
interval / sample period combina-
tions.

Case 1:  Documenting the

state of the LAN

The starting point for understand-
ing your network using Internet
Reporter is with a general net-
work baseline. This study will
provide you with an invaluable
reference document. In it, you will
see a high-level overview of your
network, complete with statistical
trends and counts documenting
utilization, errors, broadcasts,
routing, protocols, stations, and
more.

HP Internet Reporter solution

Three measurements on the
HP Internet Advisor for LAN are
capable of generating data files
for the Internet Reporter. As you
are trying to get an overview of

When baselining a network seg-
ment, you are generally more
interested in obtaining an overview
of network performance than
specific per-second detail. If you
were to chart 1-second samples
over an 8-hour day, you would have
28,000 data points.  The resulting
Internet Reporter table would be
hundreds of pages long, charts

would be unreadable, and analysis
would be difficult, if not impossible.

A more practical sample interval of 1-
minute would yield only 480 samples
in an 8-hour day, or 1440 samples over
a 24-hour period. At these intervals,
your tables and charts process much
faster (2 to 5 minutes), with better
looking reports.

up to 1 hour
15 minutes to 8 hours
30 minutes to 8 hours
1 hour to 12 hours
2 hour to 2 days
4 hours 2 days
6 hours to 3 days
12 hours to 6 days
1 day to 2 weeks
2 days to 2 weeks
4 days to 1 month
1 week or greater

1 second
10 second
20 second
30 second
1 minute
2 minute
3 minute
6 minute
10 minute
15 minute
30 minute
1 hour or greater

Sample

Interval

Recommended

Sample Period

Summary

Stats

YES
YES
NO
NO
YES
NO
NO
NO
YES
NO
NO
60 minute

Protocol

Stats

The Protocol Stats measurement
collects both trended data and
total counts over time, showing
network traffic in terms of
specific protocols. Counts even
provide comprehensive frame size
distributions. Protocol Stats can
be configured to show statistics
by protocol family, actual DLL
stack type, IP protocols and ports,
or Novell types and sockets.

The Top Talkers measurement
provides counts for the 50 most
active stations on an Ethernet or
token-ring network.

the network, it is important that
you run these three measure-
ments concurrently.  Each col-
lects statistical data in different
ways.

The Summary Stats measure-
ment collects trended data over
time on a wide range of network
interface information. This data
includes utilization statistics,
detailed network-specific error
breakouts, and additional data
such as token-ring source routing
profiles and FDDI ring state
information.

NO
up to 4 hours
YES
YES
up to 1 day
YES
YES
YES
NO
YES
YES
up to 1 day

Figure 1.1    Sample interval/sample period cross-reference table.
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Mini-lesson: using the Node Stats measurement to

identify major nodes

When trying to choose seven
stations to specifically monitor in
Summary Stats, you may have a
difficult time identifying them by
their 12-digit hexadecimal MAC
addresses.  Running Node Stats can
really be a help here.

Without any filters active, run the
Node Stats measurement, making
sure that it is configured to sort on
frames or bytes.  Within just a few
minutes, the major nodes on your
network will be listed at the top of
the table. (See figure 1.2.) This is
the fastest way to get the MAC
addresses of particular major
nodes, especially if you are looking
for the MAC address of a router.

For instance, if you configure a
filter to show only traffic to and
from a particular user’s worksta-
tion, you will see only those major
nodes with which that workstation
communicates.

Where, when and how long?

Before you begin, you have to
answer a few key questions that
will affect the data you collect.

Where should I place the

Advisor?

The Internet Advisor only collects
statistics based on frames it sees
on the LAN. Because it can’t see
through bridges, routers or
switches, correct placement is
essential. If you  have access to
only one Internet Advisor, you
may need to move it from seg-
ment to segment on successive
days to collect all the data you
want.

When should I collect data?

You should collect data on both a
typical day on the network and
on a heavy day, perhaps during
end-of-month processing or your
busy Monday. This way, you’ll
have a reference for both normal
and stressed conditions on the
network.

How long should I collect data

for?

Typically, a 24-hour period per
segment is adequate for a general
baseline. You want to make
certain that you don’t miss such
events as the early morning
power-up and late night backup.

Step one: collect data with the

Internet Advisor

With the Internet Advisor located
on the first segment you want to
baseline, load or create a node list
with the friendly names of some
or all stations. Friendly names
will make it easier to identify
stations than their standard 12-
digit hexadecimal physical
addresses.

Next, configure the Summary
Stats measurement to trend up to
seven stations for the day. Good
stations to choose include serv-
ers, hosts, gateways, and routers.

Figure 1.2     The HP Internet Advisor for LAN’s Node Stats measurement helps

identify major nodes on the network.

If your network segment has too
many major nodes, you may have
to configure a filter to limit the ones
you see at any given time. You can
configure these filters from within
the Node Stats measurement.
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Remember, because the Internet
Advisor collects statistics based
on physical addresses, all devices
on the far side of a router will be
grouped together in a statistic for
the physical address of the router
port connected to the segment the
Internet Advisor is on.  Bridges,
unlike routers, do not modify the
physical layer source address
field, allowing the Internet
Advisor to “see” remote stations
individually by their true ad-
dresses.

Be sure to configure both Sum-
mary Stats and Protocol Stats to
log data to disk at 1-minute
sample intervals. This interval
will produce the most readable
24-hour baseline charts.

Make certain Protocol Stats is
configured to Show statistics for

Data Link Layer and that the
Show protocol stacks configura-
tion button is set. Also make sure
that both Summary Stats and Top
Talkers are configured to display
stations by either their friendly
names or their 12-digit hexadeci-
mal addresses, depending on your
preference.

Now, start running Summary
Stats, Protocol Stats, and Top
Talkers. You will want to begin
either first thing in the morning,
before your users arrive, or right
before you go home.  Ideally,
starting at 12:00 midnight makes
the best looking charts, although
this scenario may be difficult to
coordinate.

After they’ve run for 24 hours,
stop the measurements. At this
point, your logged trends files
have already been saved to disk.
Now, create a Protocol Stats total
counts file (for a frame size

distribution) and a Top Talkers
total counts file for use with
Internet Reporter.

Repeat this entire step for each
segment you need to baseline.

Figure 1.3     Data collected with the HP Internet Advisor is

automatically reformatted by Internet Reporter’s Table Builder

into an easy-to-read spreadsheet.

Figure 1.4     Internet Reporter’s Chart Builder provides a point-and-click

interface for creating a wide range of custom charts.

Case Studies
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Step two: build tables

and charts with Internet

Reporter

With all your data files copied to a
PC running Internet Reporter, run
the Table Builder and Chart
Builder applications to create a
binder of reference documents for
each segment. (See figures 1.3 and
1.4.) When you run Chart Builder,
there is usually no need to display
the charts on-screen. By selecting
the "output to printer only" option,
you will save time and disk space.
Just be sure your printer is on-line
and that any local spoolers are
turned off.

Interpreting the results

By now, you have printed dozens
of charts documenting all aspects
of your network’s traffic. (See
figures 1.5 and 1.6.)  Although
each chart is clearly labeled and
organized, you may not be sure
what all the statistics mean.

Supplemental information about
each statistic can be found in
glossaries contained in the

HP Internet Reporter User’s
Guide.  The glossaries provide
definitions of all statistics and
additional information useful in
interpreting and troubleshooting
specific conditions.

The documentation you now have
can be used for many purposes,
including cost-justifying network
upgrades, use as a reference when
problems arise, and for network
segmentation.

Running baselines at regular
intervals, say once a month, will
show you general trends in the
use of your network over time.
The cumulative effect of these
baselines will take much of the
guesswork out of network plan-
ning.

Figure 1.5     One of dozens of Summary Stats charts, this one shows network

utilization and stations on the network trended over time.

Figure 1.6     This Protocol Stats chart

provides both total frame counts and a

frame size distribution for each major

protocol family.
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Case 2:  Identifying power users and LAN abusers

In most networks, traffic is not
evenly distributed across all user
workstations. Different work
habits, job descriptions, and
workstation configurations will
affect how much load each user
places on the network. Under-
standing how each user utilizes
the network helps you plan for
growth and reconfigure for
optimum performance.  In the
process, you may even uncover
some LAN abusers, i.e., worksta-
tions consuming network re-
sources at an unusually high rate.

Internet Reporter solution

The HP Internet Advisor for
LAN’s Top Talkers measurement
will produce the bulk of the data
required for this study. Top
Talkers will count the total
number of frames and Kbytes
transmitted and received from
each of the 50 most active
stations on the network. After the
top talkers are identified, specific
suspect stations can be trended
with the Advisor’s Summary Stats
measurement, providing further
detail about those stations’
network utilization.

Step one: collect data with the

Internet Advisor

With the Internet Advisor located
on the segment from which you
want to collect data, run the Top
Talkers measurement. The only
configuration option you need to
decide on before running the
measurement is whether you
want to track each station by its
friendly name or its 12-digit
hexadecimal address.

While friendly names are gener-
ally easier to identify with when

reading a table or chart, they do
require that your node list be
up-to-date and accurate. If you
rely on the Node/Station Discov-
ery measurement for friendly
names, you may still not get the
results you want. On a Novell
network, for example, if many
users share login names, you
would not be able to differentiate
them from each other. Hexadeci-
mal addresses may be more
difficult to read, but they can
always be counted on for accu-
racy.

If your measurement is config-
ured for friendly names, all
stations not entered in your node/
station list will be identified with
a NIC vendor code (when avail-
able) plus the remaining unique
6-digit station identifier.

Now, run the Top Talkers mea-
surement for a representative
period of time. A single business
day is adequate for a single file.

Running Top Talkers each day for
a period of several days will make
a difference in identifying “real”
top talkers, and not just those
stations which happened to have
a single busy day.  Because this
measurement produces a single
counts value for each statistic,
creating a separate file for each
day will prove useful.

Step two: build tables and

charts with Internet Reporter

With all your data files copied to
a PC running Internet Reporter,
run the Table Builder and Chart
Builder applications to create a
set of tables and charts. (See
figure 2.1.)

On all but peer-to-peer networks,
you will notice that the most
active top talkers are your major
nodes. These include servers,
hosts, gateways and routers.
When you think about it, most
network traffic is either sourced

Case Studies

Figure 2.1     Internet Reporter builds an organized table detailing

the activity of your most active 50 stations.
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Figure 2.2     Top Talkers counts charts help you quickly identify the power users

and LAN abusers on your network.

Q. Do workstations with com-
mon functions exhibit similar
utilization?

A. If, for example, eight order
entry workstations are grouped
together, but another two have
very different utilization counts,
you need to find out why. Users
grouped outside of their peers in
terms of network utilization
should be marked as suspect,
then have the following question
researched.

Q. What is causing a particular
station to generate an abnormally
high percentage of the traffic?

A. The reasons vary from net-
work to network. In a Windows
environment, a swap file could be
incorrectly configured to run
on a file server. Perhaps the user
runs different applications or was
running reports that day. Maybe
the workstation has a faster or
slower NIC or CPU. Or possibly
the user is just much more, or
less, productive than the others.

The possibilities are endless.
Internet Reporter will identify
which stations are a problem, but
you still have to research why.
Using the HP Internet Advisor’s
other decode, Commentator,
and statistics measurements,
along with traditional trouble-
shooting methods, can help you
pinpoint the real causes.

Read/write ratio charts

In addition to identifying the top
talkers, Internet Reporter lets you
see whether a particular station is
primarily a read or write device,
based on the ratio of transmit to
receive frames and Kbytes. (See
figure 2.3.) This information is
very important in determining if a
station is configured properly.

Let’s say a particular station is
generating much more traffic
than its peers performing similar
functions. Looking at the ratio of
transmit to receive frames/Kbyte
might provide more insight. A
station with a much higher

from or destined to one of these
devices. While important for a
baseline study, these major
nodes are not significant for our
purposes here. Instead, their
high values will tend to flatten
the workstations’ counts on
charts, making them very
difficult to read.

To solve this problem, you
should delete these major nodes
from the Internet Reporter table
by highlighting their individual
row numbers and selecting
Delete from the Excel Edit

menu.

Interpreting the results

When looking at one of the Total
Counts charts, you will see
individual station counts by
either frames or Kbytes. (See
figure 2.2.)  It is important to
differentiate between frame and
Kbyte utilization.

Different applications and
protocols generate different size
frames. A station showing up as
a top talker in terms of frames
may not generate much in the
way of Kbytes at all if it is
running primarily VT-100 termi-
nal emulation, which is generally
carried in lots of very small
frames. Likewise, a station on a
token-ring  network could be
moving large blocks of data with
an 8 Kbyte frame size, strongly
taxing the network. Because of
the large frame size, however,
this station will only show up as
a top talker in terms of Kbytes,
and not frames.

Analyzing the charts is a matter
of asking yourself questions and
searching for answers. Ask
yourself the following:
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percentage of receive frames may
indicate that it is configured to
load all of its applications from a
server, while the other stations
load applications from local hard
disks.

Step three: trending suspect

workstations

Based on the findings in step two,
you should choose seven stations
to be specifically trended over
time to uncover their traffic
patterns over the course of a day.
Pick a combination of suspect
stations and “normal” stations
with which to compare them.

Then, run Summary Stats and Top
Talkers with the new configura-
tion for a day and study the
results. For this study, a 10-
minute sample interval for 24
hours should be adequate, as
you are just looking for overall
trends for these seven stations
and do not need to capture
activity spikes.

Interpreting the results

Looking at the trends of the top
talkers identified in step two
shows some interesting results.
(See figure 2.4.)

Looking again at an unusually
talkative station might reveal
that it performs very much like its
peers until late in the day, be-
tween 4 and 8 p.m. Perhaps this
station runs batch jobs or other
network-intensive processes
during these hours. Further
investigation is necessary at this
point, but at least Internet
Reporter has pointed you in the
right direction. If it turns out
that this user’s jobs can be run
later at night, you can return
valuable bandwidth to other users
at the end of the day.

Figure 2.3     Internet Reporter lets you graphically see the ratio of received data

to transmitted data by station in terms of frames or Kbytes.

Figure 2.4     Summary Statistics trends charts characterize station traffic based

on activity at different times of the day.

Case Studies
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Case 3:  Optimizing WAN application performance the

scientific way

You’ve just been told that 80
remote offices need to access the
new corporate imaging system. At
first, you cringe at the prospect of
squeezing pictures through
telephone wire. But when it
comes time to figure out a
solution, Internet Reporter proves
to be a life saver.

Many issues must be dealt with.
Some you can control and others
you can’t. In this case, we assume
that you have complete flexibility
in WAN circuit configurations but
are bound to a specific applica-
tion for delivering images to the
desktop.

Internet Reporter solution

To solve this problem, you will
use the HP Internet Advisor for
LAN and HP Internet Reporter in
a test lab environment as a
benchmarking tool, documenting
the results of a variety of testing
scenarios. Comparing the results
of these tests will help you decide
on the best solution for the
problem.

Although you could perform the
tests with an HP Internet Advisor
for WAN, you would not be able
to differentiate between the
different test workstations as
easily. On the LAN, each worksta-
tion is identified by its own
network address; on the WAN,
each workstation is identified by
the router’s address.

Advisor

Mainframe

Router

Router

Test
Workstation

Test
Workstation

Test
Workstation

Test
Workstation

Test
Workstation

Server

Real or
Simulated
WAN link

"Remote" LAN segment

Real or Test
"Local" Backbone

HP LAN
Advisor

Figure 3.1     Sample WAN application benchmarking  lab diagram.
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Step one: setting up the test

environment

To identify the best solution, you
need to sample as many different
configurations as possible. This
means setting up a lab environ-
ment that you can quickly
reconfigure between tests,
without disrupting (or being
affected by) your regular network
traffic.

At a minimum, you should
connect a couple of routers to
each other with a test cable
capable of simulating any speed
line.  (See figure 3.1.) For testing,
you will also need at least one
representative workstation on the
“remote” segment. Having access
to several remote stations is best,
so that you can perform multi-
station tests. If you can’t repro-
duce the actual host devices in
the lab, you will need to connect
the “local” router directly to the
backbone segment on which the
real hosts are located.

Step two: composing a game

plan

During the testing process, you
will potentially perform dozens
of tests, each with an array of
tables and charts created from
them. Without a game plan, it will
be impossible to keep track of
your data, let alone guarantee
that you tested every combination
you intended.

The combination of tests you run
will be based on the information
you receive during a fact-finding
process. This process centers
around interviewing key people
involved in the project, including
the end users, department manag-
ers, MIS staff, consultants, and
vendors.

In this example, after talking to
the imaging-application vendor,
you find that, although many of
the front-end applications can be
loaded from either the host or the
workstation, the vendor is not
sure how much performance you
will yield by loading the applica-
tions at the remote site. The
vendor also tells you that you
have a choice of accessing the
images on the host with either
direct emulation or through a
gateway, using a variety of
protocols.

Talking with a few of the branch
office managers brings up the
issue of workstation perfor-
mance. Locally connected
Pentium     -class machines outper-
form the 486-class ones, but no
one knows if there will be a
significant, or any, difference on
the WAN. The managers also have
questions about workstation RAM
and brands of network interface
cards.

With so many variables and so
many tests to choose from, you
have to narrow down your test
selections to a manageable lot,
while still accomplishing as many
test scenarios as possible. A
worksheet like the one in figure
3.2 will provide the organization
required for this project.

Because of the obvious WAN
performance benefits of loading
applications locally at the remote
sites, all tests will be performed
this way. Also, although there is a
choice of protocols from the
application vendor, internal
standards dictate the use of TCP/
IP to get to the host.

Step three: collecting the data

With a game plan in hand, it is
time to set up the environment
and begin collecting data with the
HP Internet Advisor. The Sum-
mary Stats measurement will be
used to collect data during each
test, as it is capable of trending
data for specific stations over
time. Notice the two basic types
of tests in the sample Test
Summary Worksheet. The first
test is very controlled and has a
short duration. This will allow
you to run it in all the different
ways listed in a short period of
time, with all other variables
removed. The second test simu-
lates, as best as can be expected
in a lab, normal usage of the
system in a variety of ways. As
these tests have a longer duration
and require real users to visit the
lab, there is only time to com-
plete a few variations.

Be certain to connect the Internet
Advisor to the “remote” segment,
so that you do not have to config-
ure filters to limit the scope of
your tests to the lab. Also be sure
to manually configure Summary
Stats for the stations you will be
testing. If you use the Discover

new nodes/stations option, your
files will not be compatible with
Internet Reporter. If, at any time,
you stop Summary Stats and
restart it without creating a new
log file, your original file will be
appended. To prevent this, make
a habit of creating a new log file
immediately before each test.

Case Studies
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HP Internet Reporter Benchmark Test Summary Worksheet

1 A:  Load application
B:  Select image browser button
C:  Search range of documents 100 to 3500
D:  Request image document between 180 and 190 (each station chooses unique #, all are same size)
Sample Interval = 1 second
Sample Period = less than 3 minutes

1
2
5

1
2
5

1
2
5
5

1
2
5
5

1
1
1
1
1
1

5
5
5
5
5
5

1.1.1
1.1.2
1.1.3

1.2.1
1.2.2
1.2.3

1.3.1
1.3.2
1.3.3
1.3.4

1.4.1
1.4.2
1.4.3
1.4.4

1.5.1
1.5.2
1.5.3
1.5.4
1.5.5
1.5.6

2 Random I/O with test users sitting in Lab
Sample Interval = 1 second
Sample Period = 15 minutes

2.1
2.2
2.3
2.4
2.5
2.6

56KB Direct 486 16MB 16-bit
56KB Direct 486 16MB 16-bit
56KB Direct 486 16MB 16-bit

56KB Direct  Pentium 16MB 16-bit
56KB Direct  Pentium 16MB 16-bit
56KB Direct  Pentium 16MB 16-bit

256KB Direct 486 16MB 16-bit
256KB Direct 486 16MB 16-bit
256KB Direct 486 16MB 16-bit
T1 Direct 486 16MB 16-bit

256KB Direct 486 16MB 32-bit
256KB Direct 486 16MB 32-bit
256KB Direct 486 16MB 32-bit
T1 Direct 486 16MB 32-bit

256KB Direct 486 16MB 16-bit
256KB Direct  Pentium 16MB 32-bit
256KB Direct  Pentium 16MB 32-bit
256KB Gateway 486 16MB 16-bit
256KB Gateway Pentium 16MB 16-bit
256KB Gateway Pentium 16MB 32-bit

56KB Direct  Pentium 16MB 16-bit
256KB Direct 486 16MB 16-bit
T1 Direct 486 16MB 16-bit
56KB Direct  Pentium 16MB 32-bit
256KB Direct  Pentium 16MB 32-bit
T1 Direct 486 16MB 32-bit

Test # Test

Summary

# of

Stations

Line

Speed

Host

Via

PC Type RAM

Amount

NIC

Type

Figure 3.2     Every successful benchmark starts with a game plan and a Test

Summary Worksheet.
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Figure 3.4     By running several different tests back-to-back in the same log file,

you can see the results together in the same chart.

Figure 3.3     This utilization chart clearly illustrates the results of each of the

four steps in test 1 on the Test Summary Worksheet.

Test one: 4-step short test

For this series of 20 short tests,
one data file will be created
for each. To visually separate the
four steps in each test file, you
will have to pause for 15 seconds
between each step. This quiet
time will manifest itself as a flat
line in your charts. (See figure
3.3.)

If you want to condense the
number of files required for this
test, you can run several of them
back to back by configuring each
of the seven Summary Stats
stations to a unique station on
the remote segment. You will still
have to wait that 15-second
period between tests and steps,
but you can reduce the number of
files and charts you have to
review. Figure 3.4 illustrates the
results of back-to-back testing in
a single file.

Test two: random i/o test

The most difficult part of this test
is getting a group of users to
volunteer an hour or two of their
time to simulate or perform their
work day in your lab. While the
first set of tests documented
potential system capabilities, the
information derived from these
tests will give you an understand-
ing of how the system will hold
up in a real situation.

Because of the number of
samples collected by each of
these tests, you will not want to
group multiple tests together in
files. Instead, keep a 1-to-1 ratio
of files to tests.

Case Studies
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Step four: processing the data

This is the easy part. Run each of
the data files through Internet
Reporter’s Table Builder and
Chart Builder to produce docu-
mentation of your test results.
When creating your documenta-
tion, be sure to use Internet
Reporter’s comment fields to
describe each test.

Be certain to keep a printed copy
of each master table with its
related charts, as the tables will
provide a reference of exact
values that may not be discern-
ible on certain charts.

Interpreting the results

Using your test summary
worksheet as a reference, com-
pare the results of the various
tests.  In the charts will be all of
the tradeoffs between your
different configurations.

Pay particular attention to the
correlation of line speeds to
the number and type of stations
in the test. You will notice that
with slower speed lines, you will
reach capacity much more
quickly than with faster lines. So
a Pentium machine that outper-
forms a 486 in a single station
test may not at 5 stations. This is
due to the limiting factor of the
slow line.

On the other hand, your real-
world random i/o test may show
that users have very sporadic
activity, each using the link at
different times. With this knowl-
edge, you can determine that in
your environment, investing in
Pentium machines will indeed be
beneficial.

Conclusion

The bottom line in benchmarking
is to pay attention to the numbers
and to read between the lines.
Doing so, you can make decisions
with much more confidence than
you had before using HP Internet
Reporter.
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Case 4:  Identifying error rate trends with the

Internet  Reporter

Although not normally considered
a troubleshooting tool, Internet
Reporter’s exceptional trending of
error statistics makes it ideally
suited to identifying long-term
network problems.

All Ethernet errors are grouped
together in Internet Reporter
tables and charts, while token-
ring and FDDI errors are grouped
into hard-error and soft-error
categories.

Both token-ring and FDDI have a
management layer that assists in
the diagnostic process. Ethernet
lacks this management layer and
can be very difficult to trouble-
shoot as a result. This case
study focuses on understanding
more about Ethernet errors and
how to use Internet Reporter to
interpret them.

Reading the charts

When the HP Internet Advisor for
LAN collects Ethernet error
statistics, it categorizes them by
type, and provides a total count
of errors. The six Ethernet error
statistics tracked by the HP
Internet Advisor and Internet
Reporter are as follows:

Collisions and Jams

These are the most well-known
and most misunderstood of
Ethernet errors.

Collisions are a regular Ethernet
event and occur when two or
more nodes try to send on the
Ethernet simultaneously. When a
collision occurs, the sending

nodes sense the collision, per-
form a random count, and retry.
As the network becomes more
heavily loaded with frames, more
collisions will occur. High
collision rates can also be caused
by faulty adapters or nodes
generating frames out of control
and saturating a network.

Jam signals are sent by transmit-
ting nodes when they sense a
collision to keep other nodes
from transmitting. On a 10Base-T
hub, a collision on any one port
will cause a jam signal to be sent
out on all hubs’ ports. For a
detailed breakout of network
collisions and jams, run the
Ethernet Vital Signs measurement
at the same time and duration as
the Summary Stats measurement.

Total Errors (ps) - Total errors

represented in errors per second.

Total Errors is a total of the
following statistics:  runts,
jabbers, Bad FCSs, and misaligns.

Notice that collisions and jams
are not counted here because,
technically speaking, they are not
errored frames; they are simply
error conditions on the network.

Also note that an individual frame
may have several types of errors.
For example, if an individual
frame is a runt, and has a bad
FCS, it will count as two errors
(one for the runt and one for the
bad FCS). If the errored frame
was the result of a collision, the
collisions and jams statistic will
also have a count in it.

Runts

Runts are frames that are shorter
than 64 bytes and therefore
invalid on an Ethernet network.
They can be the result of colli-
sions on the network, or they can
be a sign that a node is generating
short frames without padding
them up to 64 bytes.  Because
runts usually are too short to
include a source address, they are
very difficult to associate with a
particular node.

Jabbers

Jabbers are frames that are
longer than 1518 bytes, and
therefore invalid on an Ethernet
network. Jabbers are usually the
result of either a node generating
frames outside Ethernet specifi-
cations or a faulty transceiver on
the network.

Bad FCSs

These are frames with a frame
check sequence that does not
pass a checksum calculated when
the frame was transmitted. This
is usually an indication of a faulty
transceiver or cable system
component. If so much as one bit
is modified during transmission
by equipment or electrical
problems on the Ethernet, the
frame will have an FCS error.
Collisions will cause frames to
have a bad FCS as well.

Case Studies
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Misaligns

Misaligns are frames whose
length in bits is not divisible by
eight (as in eight bits per octet).
These frames also have bad FCSs
and are usually the result of
electrical problems on the
network cabling, a faulty work-
station, or the result of a colli-
sion.

Example

Looking at the chart in figure 4.1,
you can see that this network has
a significant number of collisions
and jams but does not have other
Ethernet errors in correlating
numbers. This is a sign of a very
busy network, as high collision

rates typically indicate high
utilization. However, because the
other error types are low, we can
conclude the network does not
have other problems affecting
performance, such as wiring
faults or bad NICs.

Analyzing the relationship of
different error types to each
other will help in identifying the
real  causes of your Ethernet
errors.

Figure 4.1     On this network, the high collision rate indicates a saturated network. However, because the

other error statistics are low, we can conclude that the network is otherwise healthy.
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Case 5:  Controlling costs and improving service on

frame relay and X.25 networks

•••••

•••••

•••••

•••••

X.25, frame relay, and other new
virtual-circuit based networks
have dramatically improved the
performance and cost-effective-
ness of providing multiple-site
WAN services to customers.
Along with the flexibility “the
cloud” affords comes a host of
difficult bandwidth management
problems.  Just ask yourself the
following questions and you’ll get
the idea.

Are my virtual circuits configured
for optimum throughput?

Is my service provider delivering
the information rates I’m paying
for?

Is there traffic on my network
that shouldn’t be there?

How much additional traffic can
my network handle?

Most network clouds are de-
signed by either adapting older
point-to-point designs, educated
guessing, or a combination of
both. These are relatively low-
tech methods for high-tech
problems. And unlike the good
old mainframe days, network
resources are often distributed
across the cloud instead of in a
central data center, making
network design an even greater
challenge.

Internet Reporter solution

In case study 3, “Optimizing WAN
application performance the
scientific way,” you saw ways to
better estimate bandwidth
requirements for your network
design by using Internet Reporter
to benchmark application perfor-
mance. Now that the cloud is in
place, you can use Internet
Reporter to continually fine tune
your network to get the most
throughput for your dollar.

You’ll start by collecting statisti-
cal data at critical points around
the network cloud. For this
example, a frame relay network
with 10 physical circuits and 11
virtual circuits will be used. Then
you’ll use Internet Reporter to
plot and analyze the data. From
these charts, you can make
recommendations for changes to
the network, and you may even
identify other network-related
problems.

Step one:  choosing physical

circuits to baseline

If your network has just a few
physical circuits, you will
probably want to baseline each
one.  However, on this network,
(see figure 5.1)  you will pick just
a few critical connections to
baseline. Of the 10 physical
connections to the cloud, four
support most of the users and
applications, while the other six
support distribution warehouses
with just a few terminals each.
Further examination of the
network shows that all of the
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circuits to six warehouses.
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over WAN. This example deals
with basic utilization and
throughput only, so the counters
you choose are not important.

Last, you must decide on a
sample interval and sample
period for your baselines. These
are also known as the logging
interval and logging period in
most WAN programs. The Internet
Advisor allows you to collect
statistical data at regular inter-
vals for a specific length of time.
Although the Internet Advisor will
let you select sample intervals in
one-minute increments up to
several hours, usually one to ten
minutes will be appropriate.  For
this example, you will collect
data at five-minute intervals for a
period of 24 hours. This will yield
288 samples, making charts easy
to read and analyze.

Second, you need to decide where
in the chain of network equip-
ment to connect each Internet
Advisor. Try to locate the Internet
Advisor at a point closest to the
network cloud.  Depending on the
premises equipment you have
installed, you may have to
disconnect the circuit in order to
insert the Internet Advisor. Some
equipment, such as managed
CSUs, have monitor jacks that
you can connect to without
disrupting service.

In either case, be aware that your
service provider may not allow
you to connect directly to their
equipment or lines without
specific permission! If it is not
practical, or permissible, to
connect this close to the network
cloud, you will have to connect
through one of the V-series
interfaces between such devices
as a router and a DSU. Plan on
bringing down the connection for
the time it takes to connect the
Internet Advisor into the V-series
cabling (about one minute).  Also,
be aware that connecting through
a V-series interface will not allow
you to collect statistics on T1 or
CEPT/E1 specific error condi-
tions, but will still provide all
other statistics for Internet
Reporter.

Third, you should choose a
program from the Internet
Advisor Toolkit that will provide
additional counters that may be
useful for a baseline. Frame-relay
specific programs included with
the Toolkit include five programs
that are based on different frame
relay specifications, one for LAN
over WAN, and one for TCP/IP

significant virtual circuits have at
least one termination at either
site A or C.  Because Internet
Reporter Can break-out individual
virtual circuits, you can baseline
at just two physical sites (A and
C) to collect statistical data on all
of the critical virtual circuits.  A
more comprehensive study would
include the four main sites A
through D.

Step two:  collect data with

the Internet Advisor

Before you begin collecting data,
you must first make a few deci-
sions about the installation and
configuration of the Internet
Advisors.

First, you must decide on a time
to collect statistical data.  Most
baselines of this type are run for
24 hours, allowing enough time to
profile a full day’s processing.
Depending on your needs, you
may need to collect data for
several days. If you do, try to
break up each day into separate
log files so that you can compare
each day side-by-side when you
chart them.

In a perfect world, you would
collect data at all sites concur-
rently to guarantee statistical
accuracy. However, in the real
world, you may have access to
only one or two Internet Advi-
sors, with several physical
circuits to baseline. In these
cases, you should schedule the
sites on different days that you
are confident have similar traffic
patterns and loads. A bad idea
would be to baseline one circuit
during year-end processing and
another circuit just before a
holiday.
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When choosing a sample interval
or sample period combination, be
careful not to create a log file that
will have too many samples. If
your log file contains more than a
few hundred samples, report
processing times grow long and
charts become increasingly more
difficult to read. Because the
Internet Advisor collects mini-
mum, average, and maximum
utilization and throughput values
for each sample, you do not have
to worry about missing the peaks
and valleys present in the statis-
tics when using a long sample
interval. Most other WAN statis-
tics such as errors and counters
are collected as total counts
within the sample interval instead
of being reduced to average per-
second values as in Internet
Advisor for LAN software.

With these preparations com-
pleted, you can begin collecting
statistical data according to your
deployment schedule. At the end

of each 24-hour period, you will
copy the log files to a computer
running Internet Reporter and
free up the Internet Advisor for
other tasks.

Step three:  plot the results

with Internet Reporter

With the log files on the hard disk
of a computer running Internet
Reporter, you will run Internet
Reporter’s Table Builder to build
a series of data tables that will, in
turn, be used to create charts.
One table will be created as a
summary of the entire physical
circuit (link). Additional tables
will be created for each of the
virtual circuits (DLCIs). A final
table will be created as a cross-
reference of the various virtual
circuits.

During the process of building the
tables, you will be prompted
to input the Committed Informa-
tion Rate (CIR) for each DLCI on

the network. (See figure 5.2.)
These values are never transmit-
ted on the actual circuits, so you
must input the values that you
have contracted for with your
service provider. Later, you can
go back and modify these CIRs to
see their effect on the network
cloud.

Step four:  interpreting the

results

The first chart you will review is
one that shows utilization of
the total physical link. (See figure
5.3.) This baseline shows that site
A is at a busy but healthy level,
averaging 70 percent utilization
during peak hours, with maxi-
mum values taking full advantage
of the line. Site C, not shown
here, is operating at about the
same levels.

While the overall link appears
healthy, a review of the individual
DLCI charts shows a different
picture. Most of the virtual
circuits appear to be operating
within acceptable ranges, with
the exception of DLCI 23, which
connects sites A and D. (See
figure 5.4.) This chart shows that
the CIR for the circuit is much
too low for the level of traffic
trying to get across it. There are
long periods of sustained traffic
near 100 percent, and many
bursts well over that. Looking at
charts for other DLCIs not shown,
we also notice that the 128 kbps
CIR between sites B and C is
barely utilized, but should be left
alone as it is an important alter-
nate path within the “mesh” of the
four main sites.

Figure 5.2  Internet Reporter lets you enter the Committed Information Rate

(CIR) for each virtual circuit.
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Figure 5.3     This chart shows the overall performance characteristics of the

physical circuit at site A.

Figure 5.4     Using CIR values you enter, charts like this let you review indi-

vidual virtual circuit bandwidth utilization.

In this simplified example, you
have discovered that one of the
virtual circuits, DLCI 23, running
between sites A and D needs
additional bandwidth. When you
reconfigure the network, you
should notice several things when
you baseline again. First will be
the reduction in utilization as a
percentage of CIR for DLCI 23.
You should also notice less of a
load on the virtual circuits
providing an alternate path
between these sites, as the
primary path will not be as
congested. Freeing up bandwidth
on these alternate paths will in
turn provide better performance
for users that rely on them as
their primary path to other sites.
As you can see, the dynamics and
interdependencies of “the cloud”
are complex. A problem in one
part of the cloud can have far
reaching effects on other parts.
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Case 6:  Verifying and documenting WAN circuit

quality for trouble-free installations

Figure 6.1     When performing BERT, you can connect your Internet Advisor

directly to the network or through a V-Series interface.

You’re in the process of relocating
your data center and moving all
of your WAN circuits into the new
location. Although you’ve tried to
maintain as much redundancy as
possible during the move, you
will only have three weeks of
overlap before the old systems
are taken off-line and you are
completely dependent on the new
data center. It is now three days
before you bring up the first
systems at the new facility, and
your service provider tells you all
the new circuits should be up and
operational.  Knowing that
whatever can go wrong will go
wrong, you need more assurance
than someone else’s word that the
circuits and related communica-
tions equipment are operating
reliably within specifications.

Internet Reporter solution

Combining the powerful bit error
rate test (BERT) capabilities of
the Internet Advisor with the
reporting capabilities of Internet
Reporter, you can easily verify
and document the “quality” of
WAN circuits and related commu-
nications equipment.  BERT
operates by injecting various test
patterns into a network operating
in loopback mode. Signals
transmitted by the Internet
Advisor are returned via the
loopback and compared with the
original patterns. Also measured
when performing BERT are the
various signal state changes and
management codes transmitted
by network devices, such as
signal loss or yellow alarm.
Each service provider publishes
its own specifications for accept-
able error rates based on the type

of line, demark locations, and
overall circuit distance. When
reviewing Internet Reporter
tables and charts, a quick visual
scan will reveal conditions which
are “out-of-spec” and need to be
addressed by your service pro-
vider. In many cases, marginal
quality circuits or circuits that are
degrading go unnoticed until they
degrade beyond the tolerance of
your network equipment, and
your network begins to fail.
Performing BERT when the line
is new and periodically checking
for degradation go a long way
toward providing reliable net-
work services to your users.

Step one: plugging into the

network

When connecting the Internet
Advisor to the network, try to
locate it as close to the demark as
possible. (See figure 6.1.) If your

service provider allows it, plug
directly into the T1 or E1 net-
work. Be sure not to plug into the
monitor jacks of the CSU or DSU,
as this type of connection will not
allow you to transmit BERT
patterns on the network.

If it is not possible to connect
directly to the network, connect
to the V-series interface on the
DSU. Although connecting
directly to the network better
isolates circuit-related problems,
connecting through other
communications equipment tests
the additional cabling between
devices and the devices them-
selves. For the first round of
testing, you will connect directly
to the network. Then, after you
install your equipment, you will
test again to ensure those devices
and cables are also operating
properly.

Case Studies

V.
35

R
S

-4
49

R
S

-2
32 Internet

Advisor

WAN

DSX-1T1 Mux CSU Network
Interface

Office
Repeater
Bay

T1 Mux Network
Interface

Transmission
Network

BERT connection points
for the

HP Internet Advisor



23

In addition to connecting an
Internet Advisor at one end of the
network, you will have to
loopback the circuit to allow
BERT to operate. For this first
test of the circuit, there is
probably no CSU installed on the
far end, so you will have to ask
your service provider to leave the
far-end demark in loopback. Just
remember to ask them to disable
the loopback when you’re done!

With all the connections made,
you can run one of the BERT
programs in the Internet Advisor
Toolkit. Be sure to choose and
configure a program that matches
your circuit’s configuration.  Also
be sure to enable disk logging
before starting BERT so results
may be imported into Internet
Reporter. A suggested configura-
tion for logging BERT statistics is
to use a five to ten minute log

interval for a period of up to 24
hours. If you have more circuits
to verify than time, you can spend
as little as one hour on less
critical circuits for basic verifica-
tion.

Step two: charting and analyz-

ing the results

As you complete each BERT
session, you can copy the log file
you created to disk and process it
on a computer using Internet
Reporter while you perform
BERT on the next circuit. After
processing the BERT log file with
Internet Reporter, you’ll have
a concise table of BERT stats
categorized in several efficiency,
quality, and history sections (see
figure 6.2.) Most of the statistics
can be viewed graphically for
easier analysis.  Looking at the
results of a test performed on this

sample circuit, you can see that
this circuit needs to be repaired.
(See figure 6.3.)  According to the
service provider’s specifications,
this 800 mile long circuit should
have fewer than 50 errored
seconds per day. Internet Re-
porter has documented several
hundred errored seconds over the
course of a day. Although your
network equipment may be
tolerant of these levels, it is
indicative of potential problems
at some time in the future. Now,
before you install your equip-
ment, you give your service
provider a printed copy of your
BERT documentation and ask for
a rework the circuit to meet
specifications.

After marginal or failing circuits
are reworked by your service
provider, retest each one until
they are within specifications,
then proceed to the next step.

Figure 6.2     This Internet Reporter table shows a wide range of BERT statistics that can help isolate potential

network problems.
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Step three:  testing the rest

of your  communications

equipment

Now that you have confidence in
the quality of the lines, you can
begin installing the rest of your
communications equipment.
Before allowing live data to pass
through, however, perform BERT
again on each circuit through the
V-series, DSX-1, or CEPT/E1 test
access ports of your equipment.
Be sure to configure the far end
loopbacks to include as much
equipment inside the loop as
possible. In the first series of
tests you were checking circuit
quality; now you are testing all
the other equipment and cabling.

As you complete your tests,
compare your results with the
original circuit-only tests. If
there are any variances, you will

Figure 6.3     This BERT chart graphically details hundreds of errored seconds

over a 24-hour period, indicating a line operating out-of-spec.

have to troubleshoot your equip-
ment and cabling to identify the
problem component. As always, it
can never hurt to retest the
circuit to ensure that it has not
developed problems since you
first tested it.

Conclusion

Although nothing can guarantee
that your network will operate
properly all of the time, using the
HP Internet Reporter to docu-
ment BERT sessions can give you
more peace of mind that your
circuits and communications
equipment are operating within
specifications, and that any future
problems are real failures, not the
result of a bad installation.


