
Introduction
Why is it that some engineering
teams manage to validate and
debug intermittent memory
failures with relative ease, while
other teams struggle through
the process? What can you do
to make sure you don’t lose
valuable time when you are try-
ing to determine the root cause
intermittent memory failures? 

Typical causes of memory 
failures include marginal timing
relationships, protocol violations,
clock integrity issues, signal
integrity issues, errors from
other buses, incorrect BIOS
setting for on-die termination
(ODT) and invalid Cas latency. 

How do you determine which
of these is the cause of the
problems in your design? 

This application note outlines a
debug methodology and intro-
duces tools and techniques
that can save you time and 
give you greater insight into
system performance when you
are debugging memory failures
in DDR and DDR2 systems
(including the SDRAM side 
of fully buffered DIMM). 

Debug Methodology
A four-phase methodology will
help you determine the root
cause of intermittent memory
failures. With this approach,
you will quickly eliminate
unlikely causes using quick
checks and automated tools,
then move on to exploring likely 

causes with more thorough
tests. The four phases:

1. Determine if the failure is 
repeatable. Try to duplicate 
the failure conditions. 
Duplicating a failure often 
provides valuable insight 
into the nature of the problem. 

2. Connect a logic analyzer 
to the memory bus with a 
probe or interposer to gain 
rapid insight into timing 
relationships of the entire 
DDR2 bus, parts-per-million 
errors, clock quality, and 
bus protocol.

3. Run software tests using a 
logic analyzer to gain insight 
into smallest data-valid 
windows, protocol errors, 
refresh rates, and precharge 
intervals.  

4. Make parametric measure-
ments using a high-
performance scope with 
high-bandwidth probing.  
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Phase 1: 
Duplicate failure conditions
Duplicating conditions can be
challenging. Keep in mind that
the root cause of the problem
can come from sub-systems 
or applications that are not
directly connected to memory.
When your are evaluating mem-
ory failures, it is important to
pay attention to factors such 
as LAN access, power sequences
of subsystems, entering and
exiting sleep modes, and power
cycles. Problems can be caused
by cross talk and conflicting
resources from a variety of
sources.

The problem will be easier to
evaluate if you can isolate it
during a specific test or set of
conditions. For example, fail-
ure during a specific test could
point to the software routine or
signal integrity issues, such as
cross talk or inter-symbol inter-
ference. With a repeatable fail-
ure, you have the ability to take
multiple measurements under
the failure conditions. 

It can be helpful to review
error logs and identify 
what software was running 
at the time of the failure.
Environmental variants can
also impact system failures.
What was the room tempera-
ture when the system failed?
What about the airflow to 
the system?

Be sure to take a close 
look at hardware issues: 

• Is the power to the system 
within specifications?  

• Has a system of this same
design ever passed 
validation tests? 

• Do other systems fail or 
is this failure unit-specific?   

• What are the revisions on 
the board, DIMM, processor, 
or other components of the 
failed system?  

• How does the failed system 
differ from working systems?  

• Have there been recent 
component changes in 
manufacturing?

If conditions are repeatable,
run your tests under those con-
ditions. If they are not repeat-
able, chose a robust memory
test and vary the test condi-
tions, such as temperature and
power supply limits, in a
methodical manner. 

Phase 2: 
Connect a logic analyzer to 
the memory bus with a probe 
or interposer
You can save time by narrowing
down problem areas quickly
with logic analyzer tools.
Connecting a logic analyzer,
either directly or with a DDR
probe or interposer, provides
rapid insight across the entire
DDR bus. 

A new probe, the FS2334 from
FuturePlus Systems, lets you
use your Agilent logic analyzer
as a DDR2 800 DIMM SDRAM
bus analyzer to quickly identify
problems in your design. The
FS2334 is an interposer design
as are earlier model probes
from FuturePlus for DDR1 
and DDR2 in standard DIMM 
or SODIMM form factors. 

For a higher-level protocol view
of the DDR2 bus, FuturePlus
Systems offers a new transaction
viewer (see Figure 1), which 
can be used only with Agilent
logic analysis systems, that 
lets you quickly scan bus 
transactions, then drill 
down to see details.

Most logic analyzer systems
offer state traces with protocol
decode to translate commands
for functional validation.
Simultaneous to the state 
capture, there are 64 k-deep
traces of high-resolution 
timing analysis across the
entire DDR bus, see Figure 2. 
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Agilent logic analyzers offer
unique high-resolution eye
measurements that make 
it possible to identify 
parts-per-million errors 
as shown in Figure 3. 

Other logic analyzer features
include global markers (up 
to 1024) that can be set auto-
matically from search functions.
The global markers track between
waveform and listing windows
to allow for different views of
suspect areas.   

Colorized filters on the logic
analyzer can help you visualize
problems. Color filtering enables
you to use pattern recognition
when you view waveforms to
recognize areas that require
further investigation.  
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Figure 1.  FuturePlus Transaction Viewer provides a high-level, packetized view of bus transactions. Looking at data in this view allows you to see

out-of-sequence events and other protocol anomalies. 



Figure 2.  A logic analyzer provides rapid

insight into timing relationships across the

entire bus. Logic analyzer systems offer 

up to 64 M deep state traces with protocol 

decode to translate commands for 

functional validation. Global markers 

help you make quick measurements:

• Clock frequency

• Data valid windows

• CAS latency

Logic analyzer features like 
eye finder and eye scan make 
it possible to quickly identify
parts-per-million errors. These
features can help you see prob-
lems such as clock noise at a
glace by providing information
such as setup/hold of address
and control lines and relative
skew of address/control signals.
See Figure 3.
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Figure 3.  Eye scan showed a bad clock line, which is indicated by the smaller eye for #CK1. 

The clock trace had been cut during rework on the board. Eye scan showed the level of crosstalk

for CK1 into #CK1 when the negative side of the differential clock was missing. 



Phase 3: 
Run software tests using 
a logic analyzer
When you are debugging inter-
mittent memory failures, you
can save time either by using
preexisting software tools or 
by writing your own code for
automating measurements with
an advanced customization envi-
ronment like the Agilent B4606A,

which works with the Agilent
16900 Series logic analyzer 
systems. The B4606A advanced
customization environment
makes it easy to customize your
logic analyzer’s data analysis
and displays so you can quickly
sift through large amounts of
data to get to the nuggets of
insight you need.

FuturePlus Systems offers a 
protocol checker tool that runs
in the B4606A environment. 
The protocol checker tool ana-
lyzes previously acquired DDR2
traces for protocol errors and
calculates a variety of statistics
(for example, refresh rate) on the
trace. The FuturePlus Protocol
Checker was used to capture
the example in Figures 4, 
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Figure 4.  Error report provides summary and details. 



5, 6, and 7. Here, the tool was
checking for functional errors
in logic analyzer traces while
running repetitive captures.
Every time an error occurred,
the trace was saved for review. 

The error report in Figure 4
indicates that 128,111 commands
were analyzed in the trace.
There were 25 errors recorded.
All errors were Writes to a bank
that was not active. A marker
was placed at each error. You
can click on any error and the 

global markers track in the 
listing and waveform windows
to help you investigate the
problem. Scrolling through the
errors, we see that the errors
were not bank specific.

Viewing the listing, shown in
Figure 5, we see that Bank 3 
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Figure 5.  Listing displays Precharge of Bank 3 without activating Bank 3 prior to Write to Bank 3.



was precharged prior to the
Write without being activated.
Further investigation of the
errors using the listing and
waveform windows showed
that not all Writes were in
error. Errors occurred inter-
mittently on all banks. 

In Figure 6, marker measurements
in the waveform show a series
of five evenly spaced errors fol-
lowed by a long delay until the
next error. The gray bar under
the black waveform window 

indicates which section of the
trace is being viewed (shown
in black) and where the errors
occur on the trace. Red markers
are set at all errors.  
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Figure 6.  Observing the errors in the waveform helps to visualize the error patterns.



Exporting data from the 
protocol checking tool into 
a graphical application as
shown in Figure 7 helps 
visualize problem areas.

The same protocol checker 
tool from FuturePlus also
offers timing analysis of the
data valid windows relative to
each other from timing zoom
traces as shown in Figure 8.  

For example, an automated
measurement might show us
that the average data valid
window of data bursts on one
system is 2.1 ns. However, if
there were two data signals with
average data valid windows of
500 ps, such a dramatic varia-
tion in data valid windows
would be a concern. Instead 
of looking at all data signals
with a scope, you could 
concentrate your effort on 
the data signals with the 
smallest data valid windows.  
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Figure 7.  In the FuturePlus Systems protocol checking tool, you can export acquired data 

for use with graphical applications and other analysis functions of spreadsheets and other 

COM-enabled PC applications. Engineers often use graphical analysis to view bottlenecks 

in different software routines. 

Figure 8.  The FuturePlus Systems timing analysis tool takes a previously acquired trace 

and calculates timing statistics and performance benchmarks on that data. 



Phase 4: 
Make parametric measurements
using a high-performance scope
with high-bandwidth probing  
To make parametric measure-
ments of high-speed signals you
need a scope with flat response,
high bandwidth, and high 
sampling rate. Accurate para-
metric measurements are like 
a chain, where the lowest-
performance component in the
measurement system will limit
the bandwidth of the measure-
ment. For the most accurate
parametric measurements,
choose your scope and probing
combination to provide enough
bandwidth to cover the 5th
harmonic of your data rate. 

Sample rate also affects your
measurement accuracy. A sam-
ple rate of 20 Gs/s is excellent
for DDR and DDR2.  

The Agilent’s 80000 Series high-
bandwidth real-time oscillo-
scopes have the performance
required for this type of testing. 

Characterization measurements
you might want to make include
Ts/Th, rise time, clock overshoot,
frequency, and jitter.  

You can use a variety of jitter
analysis packages, eye mea-
surements, eye masks, and eye
unfolding software to gain
insight into signal behavior.   

On the left side of Figure 9 you
can see an eye mask with 
violations on the top side of
the eye. When you unfold the
eye (as shown on the right of
Figure 9), you will see the trace
at the point(s) of failure. From
the trace we can see the data
pattern preceding the failure
and observe signal characteris-
tics such as rise time, ringing,
and overshoot.   
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Figure 9.  Eye masks identify violations in clock, data, or strobe eyes. Eye unfolding provides the trace details surrounding a violation.  



Probe placement is critical to
making accurate parametric
measurements for signal char-
acterization. Probes read data
and strobes at the memory
controller. Probes write data
and strobes at the SDRAM.

Figure 10 is an eye measurement
of DQS0 relative to the rising
and falling edges of DQS5 at
T=0. The measurement was
taken at an interposer in the
DIMM slot and illustrates the
importance of probe placement
for parametric measurements.
The eye for Write strobes is
large and well shaped. The
probe location on the interposer
is close enough to the SDRAM
that the signal is clear of
reflections.  

Read strobes are degraded from
reflections at the interposer.
The eye is adequate for relative
measurements of pulse width
as seen with a logic analyzer.
However, the position on the
bus is inadequate for actual
characterization of the Read
traffic.  

For an accurate view of the
Read data as seen by the 
memory controller, miniature
scope probe tips need to be
placed at the memory controller.
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Figure 10.  View of Read and Write strobes depends on probing location.



Conclusion
Many memory technology 
leaders validate and debug
high-speed memory systems
using the tools and techniques
described in this article.
Engineers who use time-saving
tools reap the rewards of faster
debug and greater insight into
system performance. 
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